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Abstract—Emerging converter-dominated DC microgrids em-
ploy distributed cooperative control strategies and communi-
cation network. Since there is no central entity to monitor
and assess the global cyber scenario, microgrids employing
distributed control are prone to cyber attacks. This work presents
signal temporal logic (STL) detection of two major types of cyber
attacks, namely false-data injection attacks (FDIA) and denial-
of-service (DoS) attacks. Such cyber attacks can compromise
voltage regulation and load sharing in DC microgrids. STL
is a formalism to monitor the output voltages and currents
of DC microgrids against the defined specifications, such as
operational bounds, over time. Besides detection, the proposed
approach also quantifies the attack impact. Moreover, it can
be effectively employed for a complex DC microgrid without
prior knowledge of its dynamics. This detection technique is
successfully demonstrated using a physical microgrid setup or
in a hardware-in-the-loop environment, where various attacks
are formalized, detected, and quantified.

Index Terms—DC microgrid, denial-of-service attack, dis-
tributed control, false-data injection attack, signal-temporal logic.

I. INTRODUCTION

DC microgrids have emerged as an alternative to their
AC counterparts offering more efficiency, reliability, and

compatibility with DC-native renewable resources (e.g., photo-
voltaics), storage units (e.g., batteries), and loads (e.g., vehicle
charging stations, lighting, and electronic loads) [1]. Owing to
complex interactions between the physical layer (composed of
converters, loads, and power distribution network) and the cy-
ber layer (software-based controllers and communication net-
work), such microgrids have transformed into cyber-physical
systems. Distributed multi-agent control of DC microgrids has
appeared as a scalable and secure alternative to the legacy
central control architecture that had required a complex and
fully-connected communication network and had exposed a
single point-of-failure [2]–[4].
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Fig. 1. Overview of the distributed cooperative control scheme in a DC
microgrid showing the physical converters, data sharing among converters,
and the controller block diagram for the ith converter.

The control hierarchy for microgrids has three layers: pri-
mary, secondary, and tertiary [5]. In this work, the secondary
control is based on distributed cooperative control scheme [2],
[6], shown in Fig. Fig. 1, such that the control signal for
a given converter depends on the information it exchanges
with other converters neighboring it on the communication
graph. For example, the vector Xi in Fig. 1 represents the
information transferred by the ith converter to (i + 1)th

and (i − 1)th neighbor converters. This ensures that all the
converters reach consensus on quantities of interest. This
secondary control scheme achieves two objectives: propor-
tional load sharing among DC-DC converters, depending upon
their respective power ratings, and global voltage regulation
over the distribution bus. These objectives are acheived by
assigning a proper voltage set point, v∗i , to the local controller
for each individual converter. This is implemented through
augmenting the local voltage, vi, with current and voltage
regulator modules as shown in Fig. 1. The current regulator
shares the overall load among converters depending upon their
power ratings such that no single converter is overloaded. The
voltage regulator requires that the average voltage across the
entire DC microgrid is adjusted to the global voltage reference,
vrefi , set forth at the tertiary control.

This distributed cooperative control framework is vulnerable
to cyber attacks, as it relies on local sensing of current/-



2

Sliding 
Time 

Window

Compute 
the 

Maxima 
and 

Minima

Compute 
Distance 
in Space

Temporal 
Requirements 

Evaluation

Compute 
Robustness 

Value

Compute 
Max. of 

Robustness 
Value

AIM

STL 
Requirements

Signal

Fig. 2. STL-based attack detection provides the robustness value that
quantifies the extent by which a given signal violates/meets a given STL
requirement. The maximum of the robustness value over the trace gives us
the impact measure.

voltage variables and a communication network to exchange
local variables, and there is no central entity to monitor the
overall cyber scenario. Indepedent of a network setting used,
there still could be vulnerability to cyber attacks, e.g., via
remote access points meant for maintenance purposes [7],
computerized communication protocols [8], measured data
being exchanged among different nodes [9], and sensors’
measurements [10]. The attacker could exploit such vulner-
abilities, hack into the communication network, and initiate
false-data injection attacks (FDIA), jamming, or denial-of-
service (DoS) attacks. While the vulnerability of the legacy
power systems with respect to various cyber attack scenarios
has recently been studied, e.g., DoS attacks [11], FDIA [12],
random attacks [10], and jamming attacks [13], extending such
frameworks to power electronic-intensive DC microgrids is not
a trivial task.

Two main types of cyber attacks, i.e., FDIA and DoS,
are considered here. The adversary may initiate an FDIA by
spoofing a signal, either in the sensors or the communication
network [14]. DoS is directed against the communication
network, and either floods it with data packets, or compro-
mises specific devices to disrupt the data transfer [15]. FDIA
detection in power systems broadly employs state estimation
techniques [12], [16]–[18]. DoS attack is comparatively easier
to deploy and has serious implications [15], with recent
remedies in the literature [11], [19]. Such detection tech-
niques merely indicate the presence of an attack, but do not
quantify their impacts for a more comprehensive image of
the prevailing threats. Moreover, most techniques require a
detailed knowledge of the system under consideration. Finally,
to the best of the authors’ knowledge, detection of FDIA and
DoS attacks is to be systematically studied in the context of
converter-dominated DC microgrids.

This work presents a signal-temporal logic (STL) based
cyber-attack detection technique for DC microgrids that also
provides such a quantitative measure, called attack impact
measure (AIM). STL is defined over the valuation of a given
signal [20], [21]. Using this formalism, one can evaluate output
voltage or load currents of the DC microgrid, and ascertain
how closely they meet given requirements, i.e., whether the
DC microgrid output remains bounded over time, and the
extent to which it violates the bounds. Since the technique
requires only the output signals of the DC microgrid, it is
model-free, and can be used for complex DC microgrids. A
flow diagram of the STL-based detection technique is shown
in Fig. 2. For a given signal, the maxima and minima are
computed over a sliding time window, which is followed by
computing the distance in space and evaluating the temporal

requirements for a given STL formula. In the later stages, the
robustness value for the signal is computed that quantifies the
extent by which the signal violates/meets the STL requirement.
In the last step, the AIM value is achieved by computing the
maximum of the robustness value.

This work is then extended to FDIA mitigation analysis
using hyperproperties [22]. A hyperproperty is evaluated over
two given traces in contrast to the STL formalism that verifies
a signal for a given requirement. A trace is defined as a set of
two or more signals. We extend the idea of hyperproperties
to DC microgrids, formally define the relationships among
multiple traces, and analyze candidate mitigation strategies. In
summary, the main contributions of this paper are as follows.

1. An STL-based technique is customized to DC microgrids
that not only detects FDIA and DoS attacks but also
quantifies their impact.

2. We extend the idea of hyperproperties to DC microgrids
to help identify the best candidate mitigation strategy to
thwart a cyber attack.

3. We demonstrate that such a technique can also detect and
quantify the impact of anomalies such as short-circuit
faults.

4. Validation and verification of STL-based technique on
cyber-physical microgrid hardware and hardware-in-the-
loop (HIL) systems are achieved.

The remainder of this paper is organized as follows: STL
with formal syntax and semantics is discussed in the context
of cyber-physical DC microgrids in Section II. The STL-based
detection technique is presented in Section III. In Section IV,
various types of cyber attacks, namely, constrained FDIA,
unconstrained FDIA, and DoS attacks, are implemented, de-
tected, and quantified. Section V concludes the paper.

II. SIGNAL TEMPORAL LOGIC

This work detects cyber attacks in DC microgrids by veri-
fying given STL requirements. A requirement is a formally
defined specification for the acceptable microgrid outputs
in response to the inputs. Requirements can be classified
into the safety requirements, asserting that nothing bad ever
happens, and liveness requirements, asserting that something
good eventually happens [23]. The terms eventually and ever
relate to the time (hence, the temporal aspect of STL). Attack
detection relates to the safety requirement as it requires
monitoring of the microgrid over time. The next step would
require appropriate mitigation actions and monitoring remedial
effects, which relates to the liveness requirements. A practical
approach is to formalize these safety and liveness requirements
in the form of STL, and monitor the behavior (i.e., output
voltage and current signals) of DC microgrids, over time, in
comparison with these requirements.

The underlying STL concepts are illustrated using an exam-
ple of a single hysteresis-controlled Buck converter with its
output voltage shown in Fig. 3. The switching action depends
on a hysteresis band that is formed by an upper boundary,
vref + δ, and a lower boundary, vref − δ, where vref is
the desired output voltage, and δ is the tolerance level. Let
R≥0 = {a ∈ R | a ≥ 0} be the set of non-negative real
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numbers, where R is the set of real numbers. The real-valued
output voltage and current measured over time are considered
as signals, whereas a collection of various signals forms a
trace, e.g., if vout(t) and iout(t) are two signals measured over
t ∈ R≥0, then θ(t) = {vout(t), iout(t)} is the corresponding
trace. For simplicity, we omit t in parenthesis throughout this
paper. Intuitively, θ defines the behavior of the system over
time. STL formulas are based on the predicates defined for
signals, such that a signal predicate φ is a set of constraints
over real-valued signals. It is written as φ = y(θ(t)) ./ η,
where y is a real-valued function over θ, ./ ∈ {>,≥,=, <,≤},
and η ∈ R. As an example, vout < 65 V is a predicate for
the output voltage of the hysteresis-controlled Buck converter
in Fig. 3. Temporal operators form the pertinent components
in STL formulas that include always, eventually, and until,
denoted as G,F , and U , respectively:

1. Always: This operator requires that a given requirement
φ has to be true for every signal valuation. For example,
let φ1 : G vout < 65 V (i.e., it is always the case that
vout < 65 V ), and it is evident that φ1 is satisfied in Fig. 3
for the output voltage.

2. Eventually: This operator requires a given requirement φ
to be true for some signal valuation. Let φ2 : vout =
63.4 V , and it is evident that Fφ2 is satisfied in Fig. 3
at about 0.005 s.

3. Until: This operator takes two requirements (e.g., φ3
and φ4) as arguments. This operator requires that φ3 is
satisfied in every valuation in the signal until a valuation
is encountered that satisfies φ4.

STL can be defined in terms of its syntax and semantics.
Syntax describes the structure of syntactically-correct formulas
for the logic, while semantics describe the meaning of the
formulas and the rules to evaluate them. The syntax of STL
is defined as

ϕ := > | φ | ¬ϕ | ϕ1 ∧ ϕ2 | ϕ1 Uτ ϕ2 , (1)

where > denotes Boolean constant true, and ¬ and ∧ are the
Boolean negation and conjunction operations, respectively. U
is the until temporal operator, and τ is an interval over R≥0.
For a given signal σ, the STL syntax defined in (1) is explicitly
explained as:

1. If φ is a predicate over σ, then φ is an STL formula. In
the example of Fig. 3, the STL formula φv for the output
voltage vout could be written as φv = G vout < 70 V .

2. A given STL formula ϕ could be evaluated as true or
false. Considering the example stated above, φv is true.

3. If ϕ is an STL formula, so is ¬ϕ. For example, if ϕv =
G vout < 70 V , then the negation of ϕv could be formally
written as ¬(G vout < 70 V ), which is also an STL
formula as per definition in (1).

4. If ϕ1 and ϕ2 are STL formulas, so are ϕ1 ∧ ϕ2 and
ϕ1 Uτ ϕ2. Consider, for example, the output voltage vout
and current iout in a DC-DC converter, such that we could
write the STL formulas as ϕv = G vout < 70 V and
ϕi = G iout < 5.5 A. The conjunction of ϕv and ϕi
(i.e., ϕv ∧ϕi) is also an STL formula as per definition in
(1).
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Fig. 3. Output voltage of a hysteresis-controlled buck converter (Top Plot)
with its corresponding robustness value (Bottom Plot). φBuck evaluates to
true and attains a positive value as soon as Vout enters the relaxed hysteresis
band (shown in dotted lines) at about 0.0078 s and stays within the band.

STL formulas have each temporal operator indexed by τ .
We assume τ = [0,+∞) if it is not specified for a given
temporal operator. STL requiremetns are formally defined
in terms of STL formulas. A signal σ satisfies the STL
requirement φ (i.e., σ � φ), if φ evaluates to true when σ
meets the conditions defined in φ. For example, the signal vout
satisfies the STL formula ϕ = G[0,0.04)(vout > 0∧ vout < 65)
in Fig. 3. There always exists a time instant 0 ≤ t < 0.04,
where vout is greater than 0 and less than 65 V , signifying
that vout � ϕ. One could evaluate this STL formula to be
true or false that merely provides a Yes or No answer for
the satisfaction of the formula. This, however, should be
augmented with some quantitative information to ascertain the
degree to which signal σ satisfies an STL formula, e.g., if one
can distinguish whether a given signal σ = c+ γ or σ >> c,
where c is the desired value of the signal and γ is some small
number. This is captured through the quantitative semantics
of STL that provides the robustness degree for the satisfaction
of STL formulas [20], [21]. It explicitly provides a measure to
ascertain whether σ violates the STL formula by far (σ >> c)
or very marginally (σ = c+ γ), i.e., how far a signal deviates
from its desired value.

Given χ, a real-valued function of a formula ϕ, a trace θ,
and a time t, the quantitative semantics χ(ϕ, θ, t) is defined
as: 

χ(θ(t) ≥ 0, θ, t) = y(θ(t))

χ(¬ϕ, θ, t) = −χ(ϕ, θ, t),

χ(ϕ1 ∧ ϕ2, θ, t) = min(χ(ϕ1, θ, t), χ(ϕ2, θ, t)),

χ(ϕ1Uτϕ2, θ, t) = sup
t1∈t+τ

min(χ(ϕ2, θ, t1)

inf
t2∈[t,t1]

χ(ϕ1, θ, t2)).

(2)

Unlike Boolean outcomes, i.e., Yes or No, such quantitative
semantics provide a real value representing the quantitative
measure to satisfaction or violation of an STL formula ϕ.

The STL requirements may be formally defined and mon-
itored based on the relaxed hysteresis switching boundaries
in Fig. 3, i.e., vref + δ and vref − δ. In plain language,
the output voltage vout should eventually reach the relaxed
hysteresis band and always remain there until 0.04 s. This
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Fig. 4. Effects of FDIA on the measured output voltage signal of a DC
microgrid. The proposed STL monitoring technique not only detects an attack,
but also provides an impact measure to ascertain its severity.

STL requirement can be formally defined as

φBuck = F[0, 0.04]

[
G[0, 0.04] (vout ≤ vref + δ) ∧

G[0, 0.04] (vout ≥ vref − δ)
]
. (3)

In this example, vref = 48 V and δ = 8 V . Here, the Breach
tool [21] is used to evaluate the STL requirement φBuck de-
fined in (3). The time plot for vout of the hysteresis-controlled
Buck converter along with the corresponding robustness value
of the STL requirement, φBuck, are shown in Fig. 3. Initially,
the robustness value is negative with a large value, indicating
the extent by which it violates the given STL requirement.
However, the robustness value becomes positive as soon as
vout enters the relaxed hysteresis band.

STL requirements for DC microgrids are formalized as a
singleton formula based on their output signals, i.e., output
current, iout, and output voltage, vout. For the jth DC-DC
converter, an STL requirement φj can be formulated as

φj = G[ts,∞]

[
(imin ≤ iout ≤ imax) ∧

(vmin ≤ vout ≤ vmax)
]
, (4)

where imin, imax, vmin, and vmax are the safe operating
bounds for iout and vout, respectively, and ts is the settling
time. STL-based attack detection does not require the micro-
grid model information, it only requires the measured signals.

III. STL-BASED CYBER ATTACK DETECTION

A. Detection Mechanism

In the context of attack detection, the AIM value for a given
signal is based on the robustness degree that provides the
extent by which the signal violates the STL requirement. In
the illustrative example of Fig. 4, the output voltage from the
DC microgrid is passed through the STL monitoring process
that evaluates it against a predefined formal requirement. The
quantitative part of such a requirement is depicted by the upper
and lower voltage levels (i.e., vmax and vmin, respectively,
shown by the dotted lines in Fig. 4). This results in a positive
AIM value as long as the signal meets the STL requirement
(i.e., remains within the dotted lines). Any violation of STL
requirements results in a negative AIM value indicating the
presence of a cyber attack. The magnitude of AIM indicates

the robustness of the DC microgrid against a cyber attack
if positive, and severity of the cyber attack if negative. In
other words, attack impact measure (AIM) is the maximum
robustness value max{|χ(ϕ, θ, t)|} for a given STL formula
ϕ evaluated over a trace θ(t) = {iout(t), vout(t)} for a given
DC-DC converter in the microgrid.

This work employs the Breach tool [21] to compute the
robustness degree (based on the quantitative semantics in (1))
of a trace for a given STL formula, such that the signals are
described as a finite sequence of time-stamped points. Let ζ be
the robustness signal, and dζ(ti) denote its derivative at time t.
A signal is then represented by its sequence (ti, ζ(ti), dζ(ti))
for all i < nζ , where nζ is a natural number. Such a finite
sequence of points is considered as piece-wise linear via
interpolation in the Breach tool. The minima and maxima
of those points are computed over a sliding time-window
through an optimal streaming algorithm. Moreover, this tool
accommodates the temporal aspects by employing Boolean,
eventually, always, and until operators [21].

For example, in the case of Boolean operators, the ro-
bustness value computation for an STL requirement ¬ϕ is
obvious, with a known robustness value corresponding to ϕ.
If the sequence (ti, ζ(ti), dζ(ti)) for all i < nσ is the ro-
bustness signal corresponding to χ(ϕ, θ, ti), then the sequence
(ti,−ζ(ti),−dζ(ti)) corresponds to χ(¬ϕ, θ, ti). To describe
the conjunction operator, let ζ and ζ ′ be the robustness
signals of ϕ and φ, respectively. The conjunction operation
then involves computing the sequence of points as both the
robustness signals, ζ and ζ ′, intersect.

In the case of a typical temporal operator eventually, given
the robustness signal ζ for STL requirement ϕ, and ρ as the
corresponding robustness signal for Fϕ, by definition, ρ(tj) =
max{ sup

[tj ,t)

ζ, ρ(t)}, ∀tj < t. For a timed eventually operator,

the robustness degree for the time window, t+ α to t+ β, is
given by

sup
t+[α,β]

ζ = max{ζ(t+ α), ζ(t+ β)} ∪

{ζ(ti) | ti ∈ (α, β]}. (5)

The computation of ρ is thus reduced to finding the maximum
of {ζ(ti) | ti ∈ (α, β]}, which is achieved by the running
maximum algorithm [24] in Breach tool.

until operator involves two robustness signals, ζ and ζ ′, for
ϕ and φ, respectively, such that their respective time sequences
are (ti)∀ i ≤ nζ and (t′i)∀ i ≤ n′ζ . Let ε be the robustness
signal for ϕ U φ, then ε(t) = sup

τ∈[t,+∞)

min{ζ ′(τ), inf
[t,τ ]

ζ}. The

Breach tool computes this signal as

ε(tj) = max{ε(tj),min{ inf
[tj ,t)

ε(t)}}, (6)

where tj < t, and ε(tj) = sup
τ∈[tj ,t)

min{ζ ′(τ), inf
[tj ,τ ]

ζ} [21].

B. FDIA

In the distributed cooperative control scheme, the infor-
mation is transmitted among the neighboring converters on
a sparse communication graph. For example, the vector Xi



5

in Fig. 1 represents the information transmitted by the ith

converter to (i+ 1)th and (i− 1)th neighbor converters. In an
FDIA, the adversary contaminates the original data/measure-
ment vector with a vicious vector and disturbs the consensus
among the converters as will be demonstrated in Section IV.
Let Xi = [x1, x2, . . . , xk] be the vector containing k variables
for the ith converter in a DC microgrid. This data/measure-
ment vector could be contaminated if an FDIA vector with the
same dimension is formulated and added to Xi. Let the FDIA
vector for the ith converter be Λi = [λ1, λ2, . . . , λk], then the
compromised vector is given by Zi = Xi + Λi.

For an effective FDIA vector formulation, the adversary
must have knowledge of DC microgrid infrastructure (e.g.,
communication topology and distributed control scheme), and
have physical access to the sensors and the communication
network. In this paper, both unconstrained and constrained
FDIAs are considered. In an unconstrained scenario, the in-
truder has knowledge and access to all the converters, sensors,
and the entire communication network. Under a constrained
scenario, the intruder has limited knowledge and access, hence
affecting a limited number of converters. One or more ele-
ments of the FDIA vector Λ are zero in case of a constrained
FDIA, whereas all the elements are non-zero in case of an
unconstrained FDIA.

C. DoS

DoS is targeted against the communication infrastructure,
partially or entirely paralyzing the data exchange among con-
verters. The attacker may either drop all transmitted packets
or flood the communication network to consume its resources
[19]. This paper considers a DoS attack that totally paralyzes
the communication between two converters, and is represented
through the communication link failure. There are possibly
two main distinguishing features between DoS attacks and
short-circuit faults in DC microgrids, i.e., the physical impact
(observable to measurements) and the nature of stimuli (ob-
servable through the operational status of device or a physical
components).

1) Physical Impact: Short-circuit faults lead to a large cur-
rent flow and a drop in distribution bus voltage, depending on
the available DC sources and the grounding impedance [25].
The physical impact of a short circuit fault on DC microgrid is
typically more severe as compared to a DoS attack, as shown
in a case study in Section IV.

2) Nature of Stimuli: A short circuit has a physical stimuli,
e.g, a line-to-line fault or a line-to-ground fault, whereas, a
cyber attack has a cyber stimuli. In case of a DoS attack, the
communication links of the DC microgrids are compromised.
The AIM-based approach could further be augmented if more
distinguishing signatures are available, such as the operational
status of the communication links.

D. Hyperproperties Formulation for Mitigation Analysis

Once an FDIA is detected, an appropriate mitigation strat-
egy can augment the controller with a suppression mechanism.
The effectiveness of such strategy could then be ascertained
through hyperproperty formalism. Given a set of all the traces

T and the relevant power set P , the hyperproperty H is
defined by the sets of allowed traces such that H ⊂ P . A
hyperproperty requires two or more traces to be verified, in
contrast to an STL requirement that is verified on an individual
trace.

Intuitively, every property of a given system is a hyper-
property if the system is represented as an aggregation of
the traces. This work presents hyperproperties that capture
the relationships among multiple traces of DC microgrids in
the attack mitigation context. The hyperproperty formalism is
defined as

H = Θ ∈ P | ∃ θ ∈ Θ,∀ θ′ ∈ Θ, (θ, θ′) |= φ, (7)

where φ is any given property to be verified. θ = σu(t) ∪
σf (t) ∪ σy(t) such that σu(t), σf (t), and σy(t) correspond
to the controller action, false signal, and the output signal,
respectively. The hyperproperty formalism is further extended
to verify effectiveness of the FDIA suppression mechanism
in terms of the robust control invariance property [26], [27].
Such a property requires that an appropriate control strategy
exists for a given set of safe behaviors to keep the system in a
safe set as it is subjected to an external disturbance [26]. This
hyperproperty is formally defined as

Hc = ∃ θ ∀ θ′G[ts,∞]|σu, σ′u|sup = 0 =⇒ vmin ≤ v′ ≤ vmax,
(8)

where ts is the settling time, and |σu, σ′u|sup is the supremum
norm of two given control signals σu and σ′u, such that

|σu, σ′u|sup = supt∈R≥0
‖σu(t)− σ′u(t)‖. (9)

The hyperproperty defined in (8) requires comparison of
system behaviors under two different control strategies. In
this paper, we consider three different mitigation strategies
as candidates to be analyzed. The first strategy employs the
distributed cooperative control without any FDIA mitigation,
the second strategy augments the existing control scheme with
an FDIA suppression mechanism with reduced performance,
and the third strategy involves an improved FDIA suppression
mechanism. To employ the STL framework for verification,
the hyperproperty defined by (8) can be transformed to an
STL requirement for the output voltage of a DC microgrid as

φc = ∀ vf G[ts,∞]

[
(vmin ≤ vmit1 ≤ vmax) ∨ (vmin ≤

vmit2 ≤ vmax) ∨ (vmin ≤ vmit3 ≤ vmax)
]
, (10)

where vmit1, vmit2, and vmit3 are the output voltages for
the effected converter of a DC microgrid under three different
mitigation strategies, and vf is the false voltage signal. The
STL requirement (10) is used in Section IV-D.

IV. EXPERIMENTAL EVALUATION

A. DC Microgrid Testbed

The topological structure of a DC microgrid testbed is
shown in Fig. 5. This testbed is composed of four dSPACE DS
1202 MicroLabBoxes (MLBXs) [28] to implement controllers
and the communication network, four Typhoon HIL 603 sys-
tems [29] to emulate power converters and the power distribu-
tion network, Netgear ProSAFE 24-port Ethernet Smart Switch
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Fig. 5. The DC microgrid is composed of 24 DC-DC converters, clustered
in four groups of six converters, their corresponding distributed controllers,
and the communication network, implemented through four Typhoon HIL603
systems, four dSPACE MLBXs, and a LAN switch, respectively.

to enable communication among converters, and a desktop
computer with Intel Xeon 3.6 GHz processor, 64 GB RAM,
and Windows 7-64 bit operating system as a man-machine
interface. The DC microgrid is divided into four subsystems. In
each subsystem, a dSPACE MLBX and a Typhoon HIL system
are interconnected through a sub-D connector and an interface
board, such that six DC-DC Buck converters are emulated onto
one Typhoon HIL system, and their respective distributed con-
trol scheme is implemented onto its corresponding dSPACE
MLBX through C-code. Overall, 24 converters are emulated
on four subsystems (6 converters in each subsystem). The
communication topology among converters is shown in Fig. 5.
In their enumeration, the first digit signifies the subsystem,
and the second digit denotes the converter. For example, the
encircled “2, 5” denotes the communication node of the 5th

converter of the 2nd subsystem, and C2,5 denotes the respec-
tive converter. The converter parameters are C = 2.2 mF ,
L = 2.64 mH , fs = 60 kHz, RL = 10 Ω, vref = 48 V ,
and vin = 80 V . The STL requirements are defined by (4),
where imin = 2.5 A, imax = 3.0 A, vmin = 46 V , and
vmax = 49 V .

B. FDIA

Sawtooth signals with 60Hz frequency, and 3.5 A and 21 V
amplitudes are used as false data for currents and voltages
variables, respectively.

1) Unconstrained FDIA: In the first case study, we initiate
an unconstrained FDIA for all 24 converters around 10.1 s.
The effects of unconstrained FDIA on six converters of
subsystems 1 are shown in Fig. 6. The AIM values for all the
24 converters have been computed for the STL requirements
defined by (4) and are found to be negative with large
magnitudes. The absolute AIM values range from | − 17.4|
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Fig. 6. Output current and voltage waveforms for six converters in subsystem
1 when an unconstrained FDIA targets converters’ sensors.
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Fig. 7. Absolute AIM values are plotted when all the 24 converters (four
subsystems with six converters in each) are subjected to an unconstrained
FDIA.

to |−20.81|, and are plotted in Fig. 7. Such large AIM values
signify that an unconstrained FDIA can severely distort the
converters outputs.

2) Constrained FDIA: Converters 1, 3, and 6 of all the
subsystems are targeted around 10.1 s. As an example, the
effects on six converters of subsystems 1 are shown in Fig. 8.
The computed absolute AIM values are shown in Fig. 9. As
seen, the consensus process in all converters is disturbed due to
trickling effects of the attack. The AIM values for converters 1,
3, and 6 of all the subsystems lie in the range between −19.41
to −16.94, whereas for all other converters, this values lies
between −0.294 to −0.186. The magnitude of AIM values
in Fig. 9 shows the impact of the constrained FDIA, where
the attack severity is more on converters 1, 3, and 6 in all the
subsystems. It is evident that one not only can pinpoint the
affected converter, but can also ascertain the attack impact.
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Fig. 8. Output current and voltage waveforms for converters in subsystem 1
when constrained FDIA targets only converters 1, 3, and 6.
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Fig. 10. Output current and voltage waveforms in subsystem 1 when DoS
attack targets only converters 2 and 5.

C. DoS Attack

The control scheme relies on information exchange (namely,
values of the current and the local voltage estimates) among
DC-DC converters neighboring on a communication network
(represented by a sparse graph). If the process of information
exchange is distorted, e.g., by a cyber attack on a communica-
tion link, the desired control objectives cannot be met. Herein,
DoS attack is emulated through communication link failure.
DoS attack disables all the communication links between
converters 2 and 5, of all the subsystems, and their neighbors.
For a given subsystem, converter 2 exchanges information with
converters 1 and 3, whereas converter 5 exchanges information
with converters 4 and 6 as shown in Fig. 5. The effects of
DoS attack on subsystems 1, 2, 3, and 4 are shown in Fig. 10,
Fig. 11, Fig. 12, and Fig. 13, respectively. Here, DoS attack
is initiated at about 10 s that effectively distorts the outputs
of converters 2 and 5. The outputs of all other converters are
slightly disturbed.

Let us consider converter 2 in subsystems 1 as an example
in Fig. 5, wherein, the corresponding communication node is
denoted as “1, 2”. Since both incoming communication links
to converter 2 are affected by a DoS attack, the input to
the control module in converter 2 is affected, and the output
of converter 2 is distorted. A similar argument applies to
converter 5. The computed absolute AIM values are shown
in Fig. 14. The impact of DoS attack appears to be more
severe on converters 2 and 5 of all the subsystems, whereas
that for all other converters is almost negligible.
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Fig. 11. Output current and voltage waveforms in subsystem 2 when DoS
attack targets only converters 2 and 5.
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Fig. 12. Output current and voltage waveforms in subsystem 3 when DoS
attack targets only converters 2 and 5.
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Fig. 13. Output current and voltage waveforms in subsystem 4 when DoS
attack targets only converters 2 and 5.
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Fig. 16. Output current and voltage waveforms in subsystem 3 when short
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D. Short Circuit Fault Analysis

We present a comparison between a DoS attack and a short
circuit fault using the proposed STL-based technique. Herein,
a line-to-line short circuit fault is emulated in converter 3
of subsystems 3 (denoted by C3,3) at about 10.92 s. The
severe effects of this anomaly are shown in Fig. 15, Fig. 16,
and Fig. 17 for the converters of subsystems 2, 3, and 4,
respectively. The line-to-line voltage of C3,3 drops to zero,
and its line current jumps to a higher value, severely effecting
neighbor converters. The computed absolute AIM values are
shown in Fig. 18. The absolute AIM value computed for C3,3

(the effected converter) under this short circuit fault is 46.
Whereas, in the case of a DoS attack, the absolute AIM values
in Fig. 14 for converters 2 and 5 for all four subsystems are in
the range of 1−2.5. The AIM values of converters effected by
a DoS attack are much lesser as compared to the case of a short
circuit fault. As discussed in Section III, this approach could
be augmented with the operational status of communication
links which are compromised under a DoS attack.

E. Experimental Evaluation on a Prototype DC Microgrid

This technique is also verified using a prototype DC mi-
crogrid system with four DC-DC Buck converters with the
communication topology as shown in Fig. 19. For this case
study, vref is set to 20 V so as not to overheat the system
during an FDIA. The converter component values are the same
as used in previous studies The STL requirements are defined
by (4), such that imin = 1.9 A, imax = 2.1 A, vmin = 19 V ,
and vmax = 21 V . An unconstrained FDIA is initiated at about
9.8 s, keeping the physical testbed safety in mind. Sawtooth
signals with 60Hz frequency, and 1 A and 10 V amplitudes,
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Fig. 17. Output current and voltage waveforms in subsystem 4 when short
circuit fault occurs in converter 3 of subsystem 3.
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Fig. 18. The absolute AIM values under a short circuit fault scenario.

have been used as the false data for currents and voltages,
respectively. The effects of an unconstrained FDIA on the
prototype DC microgrid system are shown in Fig. 20.

The corresponding AIM values are found to be −9.4,
−9.67, −9.29, and −9.97 for converters 1, 2, 3, and 4,
respectively. In the second case study, a constrained FDIA is
initiated at about 9.5 s on converters 1 and 3. The effects
of an unconstrained FDIA on the prototype DC microgrid
system are shown in Fig. 21. The corresponding AIM values
are −9.262, −0.262, −9.265, and −0.256 for converters 1, 2,
3, and 4, respectively. By comparison, it is evident that the
attack severity is more on converters 1 and 3.

F. Selection of the Best Candidate Mitigation Strategy

Since the proposed STL-based method can quantify the
attack impact, it can be used as a measure of effectiveness to
evaluate any mitigation strategy. For this case study, the FDIA
is initiated on the voltage sensor of converter 3 in subsystem
1. We have considered three candidate mitigation strategies,
and quantified the attack impact in each scenario, where the
respective mitigation strategy was employed:

1. First, the conventional distributed cooperative controller
is used in isolation, with no mitigation strategy. The
results are shown in Fig. 22.

2. Then, a partial FDIA suppression mechanism [30], using
a low-pass filter of the form

H(s) =
1

s+ a
, (11)
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Fig. 19. Experimental DC Microgrid Setup. (a) The prototype DC microgrid
with four DC-DC Buck converters, and the distributed cooperative controller
implemented on a dSPACE DS 1103 system. (b) Communication topology
for four converters.
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Fig. 20. Output current and voltage waveforms in the prototype microgrid,
when an unconstrained FDIA targets the converters’ sensors.
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Fig. 21. Output current and voltage waveforms in the prototype microgrid,
when a constrained FDIA targets the sensors of converters 1 and 3.
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cooperative control scheme alone is suceptible to FDIA.
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Fig. 23. Partial suppression mechanism is shown, when converter 3 of
subsystem 1 is targeted.

is employed, where a ∈ R≥0. The value of a is chosen
such that the effects of FDIA are partially suppressed as
shown in Fig. 23.

3. Finally, the performance of the FDIA suppression mech-
anism is improved by adjusting a in (11). The resulting
performance is shown in Fig. 24.

The traces produced by the three mitigation strategies are
subjected to the STL-based analysis, and the AIM values com-
puted are −20.18, −9.42, and 0.55, respectively. Comparison
of the AIM values provides a guideline on how to select the
best mitigation strategy. Per its AIM value, and as expected,
the third mitigation strategy is considered the best strategy.

V. CONCLUSION

Cyber attacks, such as FDIA and DoS, can distort the
operation of a power electronics-intensive DC microgrid by
impairing the consensus protocols used in its distributed
control paradigm. An STL-based cyber attack detection is
presented that not only successfully locates and detects both
FDIA and DoS attacks, but also provides the measure to
determine the attack severity on the point of impact. This
approach is independent of the system knowledge; there-
fore, it can conveniently be used for complex microgrids for
anomaly/attack detection. The effectiveness of the proposed
technique is demonstrated on a hardware-in-the-loop as well
as a physical prototype microgrid testbeds.
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