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Abstract—Switched controllers are being used frequently for control of complex systems. However, they introduce new challenges for verification of stability, of which a great deal of work in the hybrid systems domain has been formalizing recently. This work is a stability case study of the classical inverted pendulum, in this case controlled using the Simplex architecture of [1], combining to form a complete system as in [2]. The main result shown uses small-gain theorems to prove the stability of the system with regards to measurement delays.

I. INTRODUCTION AND PRELIMINARIES

The physical system in Figure 1 consists of a DC-motor driven cart and a pendulum attached to the cart, with the control goal of keeping the angle \( \theta \) of the pendulum at 0° measured from the vertical. There is an additional control goal of moving the cart to a set point \( x_s \) along the \( x \)-axis.

This system is described by the nonlinear form

\[
\dot{x} = f(x, u)
\]  

(1)

However, we work with a linearized model of the form

\[
\dot{x} = Ax + Bu
\]  

(2)

The system is stabilized by linear state feedback of the form \(
\dot{X} = (A + BK) X
\). The control input, \( u \) is the armature voltage of the DC-motor (\( V_a \)) and is constrained between \([-4.96, 4.96]\) volts. Thus, due to this control constraint, it is necessary to look at the system in the form of \(
\dot{X} = AX + Bu
\) at some points of the later analysis.

The primary linearizations to note are that we ignore static friction (with respect to the cart wheels and ground, and with respect to the pendulum arm and joint) and take the armature inductance...
(L_a = 18 millihenries) to be 0 henry hence reducing the order of the system by making the armature current state variable L_a a function of V_a. Without this simplification, two control states would be necessary. The linearization is justified since the control objective is to stabilize the system in a neighborhood of the vertical equilibrium, defined in this coordinate system as θ = 0°.

For the remainder of the paper, we work towards proving stability of the system, first in the classical Lyapunov sense, and then using newer small-gain theorem results to also discuss stability in the delayed system as in [3] and [4]. Recent results using small-gain theorems allow us to prove stability of systems with delay by analyzing the stability of a simpler system without delay. The idea is to treat the error introduced by the delay as a disturbance input with bounded-gain, allowing us to talk about input-to-state stability. Using this, we can find the maximum delay the system can tolerate. Despite the linearizations of the system model, the small-gain techniques apply to nonlinear systems and can also be used to analyze stability in the more general system model.

II. SYSTEM AND CONTROLLER MODELS

Figure 2 shows a high-level view of the entire control system. We now discuss each block individually. We are using hybrid input-output automata to describe the blocks, and we assume the reader is familiar with such notation, but if not, [5] or [6] can serve as references to the notation.

A. Plant Model

The plant model of the inverted pendulum is described in Figure 3, where the two input parameters to the automaton plant, A : \text{Real}^{4 \times 4} and B : \text{Real}^{4 \times 1}, are defined as

\[
A = \begin{bmatrix}
0 & 1 & 0 & 0 \\
0 & -a_{22} & -a_{23} & a_{24} \\
0 & 0 & 0 & 1 \\
0 & a_{42} & a_{43} & -a_{44}
\end{bmatrix}
\]

and

\[
B = \begin{bmatrix}
0 \\
b_2 \\
0 \\
-b_4
\end{bmatrix}
\]

where \(a_{22} = \frac{g l}{l_D}, a_{23} = \frac{m g}{l_D^2}, a_{24} = \frac{g l}{l_D^2} a_{42} = \frac{g l}{l_D^2}, a_{43} = \frac{6 M g}{l_D^2}, a_{44} = \frac{12 M g}{l_D^2} b_2 = \frac{4 b_1}{l_D}, \) and \(b_4 = \frac{6 b_1}{l_D}, \)

for \(D_1 = 4 M_0 + 3 m, B = \frac{K_a B_m}{l_D} + \frac{K_r K_v}{l_D}, B_1 = \frac{K_a K_v}{l_D}, \)

\(M = \frac{m + M_0 + (K_a J_m)}{r^2}, \) and where \(g\) is gravity, \(R_a\) is the armature resistance, \(r\) is the driving wheel radius, \(J_m\) is the motor rotor inertia, \(B_m\) is the motor’s coefficient of viscous friction, \(B_0\) is the pendulum joint’s coefficient of viscous friction, \(K_v\) is the motor torque constant, \(K_b\) is the motor back-e.m.f. constant, \(K_a\) is the gear ratio, \(M\) is the cart mass, \(m\) is the pendulum mass, and \(l\) is the pendulum length. After applying real values, the \(A\) and \(B\) matrices used are

\[
A = \begin{bmatrix}
0 & 1 & 0 & 0 \\
0 & -10.95 & -2.75 & 0.0043 \\
0 & 0 & 0 & 1 \\
0 & 24.92 & 28.58 & -0.044
\end{bmatrix}
\]

and

\[
B = \begin{bmatrix}
0 \\
1.94 \\
0 \\
-4.44
\end{bmatrix}
\]

B. Sensor Model

The sensor model can be seen in Figure 4, and is an analog-to-digital converter (ADC). This is where the delay is introduced to the system in the form of measurement delay, primarily due to filtering.
Between the sensor and the controller there exists a low-pass filter which will introduce a delay between one and two sampling periods ($T_s = 20$ milliseconds) long. There is also nondeterministic delay introduced due to the ADC and controller not being perfectly synchronized. The ADC is utilizing a sample-and-hold, which must be finished before the controller reads the value, but the time difference between when the sample-and-hold finishes and the controller reads the value is unknown, but is assumed to be certainly less than one sampling period ($T_s$) long. The filter delay will be decreased by model-based state projection described later.

The actuator model serves little purpose at the present time, but is included for completeness as seen in Figure 5, and may be used in the future to model the quantization error and delay introduced by this block. The actuator is a digital-to-analog converter (DAC), followed by a higher power voltage source to drive the DC motor. As a note, the delay introduced by the actuator is in general quite small, such as the switching time of toggling a power MOSFET, usually on the order of a few microseconds. In the case of our control cycle period of 20 milliseconds, this is negligible.

D. Controller Model

The controller is implemented following the Simplex architecture of [1]. The Simplex architecture is built on the concept of analytic redundancy of [7], in this case, that several controllers implement the same control objective with different performance. There are three controllers in this architecture, a safety controller that can stabilize the system from the largest set of initial conditions but with poor performance, a baseline controller that has better performance than the safety controller but cannot stabilize from such a wide set of initial conditions, and an experimental controller that has the best performance but the smallest set of stabilizable initial conditions. The usefulness of such an architecture could be in upgrades of real-time systems that cannot afford downtime even for maintenance, such as critical infrastructure. In our case, the architecture is used to differentiate between the different sets of recoverable initial conditions and performance. Each controller uses linear state feedback for stabilization, with the only difference being higher gains in the baseline and experimental controllers to stabilize faster, with the downside that they cannot recover from certain initial conditions that the safety controller can. Thus, the system...
is described as
\[
\dot{X} = (A + BK_\sigma)X
\]
where \(K_\sigma\) is one of the safety, baseline, or experimental controller gains and the solution to this is
\[
X = e^{(A+BK_\sigma)T}X_0
\]
where \(X_0\) is an initial condition within the stabilizable region.

Note that, as only \(\theta\) and \(x\) are measurable, \(\dot{\theta}\) and \(\dot{x}\) are constructed by the first-order approximations
\[
\theta(t) = \frac{\theta(t) - \theta(t-(mT_s))}{mT_s} \quad \text{and} \quad \dot{x}(t) = \frac{x(t) - x(t-(mT_s))}{mT_s},
\]
where \(m\) is an integer greater than one (chosen as 2 by experimentation). In the safety, baseline, and experimental controller automata, this first-order approximation is accomplished by storing a buffer of previous sampled values. It is more logical to do this computation here than in the sensor automaton as this calculation is done in the controllers of the implemented system.

1) Discretization: As the system is implemented in embedded software, the system model needs to be discretized. In continuous-time the system solution is of Equation 9, while the discrete solution is of the form
\[
X(t_0) = FX(t_0 - T_s) + Gu(t_0 - T_s)
\]
where
\[
F = e^{AT_s}
\]
and
\[
G = \int_0^{T_s} e^{A\tau}d\tau
\]
To get back to linear state feedback form, take the control as
\[
u(t_0) = KX(t_0 - T_s)
\]
yielding the full form
\[
X(t_0) = FX(t_0 - T_s) + GBKX(t_0 - 2T_s)
\]
This allows easy state projection of the form in Equation 15, where \(n\) is the number of sampling periods to project forward.
\[
X(t_0 + nT_s) = FX(t_0 + (n-1)T_s) + GBKX(t_0 - (n-2)T_s)
\]
This projection is done to reduce the error introduced from the various delays in the system, primarily the digital implementation delay (that we are measuring the present state at \(t_0\) and controlling the next state at \(t_0 + T_s\)) and the aforementioned filter delay.

2) Feasible and Stabilizable Regions: The feasible region is the region defined by the aforementioned state constraints, so looking at only the \(X\) and \(\dot{X}\) constraints would produce a rectangle. While \(\dot{\theta}\) is unconstrained, since \(V_\dot{\theta}\) is in fact constrained, a maximal value of \(\dot{\theta}\) is generated. The stabilizable region is the region within which a given controller can stabilize the system. This region is determined by solving a linear matrix inequality (LMI) (see, e.g. [8]) of the determinant maximization form proposed by Vandenberghe in [9]. This paper utilizes the work of [10] and [11] to solve the LMI and generate the stabilizable region for each controller. The stabilizable region is inversely related to the magnitude of the gains, so larger gains produce a smaller stabilizable region. Thus, as the safety controller’s stabilizable region corresponds to the largest stabilizable region, all other controllers will have stabilizable regions that are subsets of the safety controller’s region. This makes intuitive sense, as larger gains will create larger oscillations in the solution, potentially causing the system to go outside of even the feasible region.

The stabilizable regions for \(x\) and \(\dot{x}\) of each controller are seen in Figure 6 and the regions for \(\theta\) and \(\dot{\theta}\) of each controller are in Figure 7. The switching controller described later utilizes these regions to determine which gains to use. Solving the LMI problem gives a matrix \(P_\sigma\) for each controller, where checking \(X^TP_\sigma X < 1\) shows which stabilizable region (for \(\sigma \in \{sc, bc, ec\}\)) the states are within currently.

Fig. 6. Stabilizable Region for \(x\) and \(\dot{x}\)
3) Safety, Baseline, and Experimental Controllers:
The safety, baseline, and experimental controllers are of the exact same form as the sigma controller in Figure 8, except to replace $\sigma \in \{\text{sc, bc, ec}\}$, noting that they use different gain matrices, $K_{sc}$ for the safety controller, $K_{bc}$ for the baseline controller, and $K_{ec}$ for the experimental controller. We take the gains as follows to maximize the stability region for the safety controller, and to improve the performance for the baseline and experimental controllers. In this form of control, increasing the gains will cause faster convergence with larger oscillations. These increased oscillations for the baseline and experimental controllers could take the system outside of the largest stabilizable region, hence, their stabilizable regions must be subsets of the largest stabilizable region, each decreased by a factor to ensure that the largest oscillations do not take the system outside of the largest stabilizable region.

$$K_{sc} = \begin{bmatrix} 6.0 \\ 20.0 \\ 60.0 \\ 16.0 \end{bmatrix}$$ (16)

$$K_{bc} = \begin{bmatrix} 8.0 \\ 32.0 \\ 120.0 \end{bmatrix}$$ (17)

$$K_{ec} = \begin{bmatrix} 10.0 \\ 36.0 \\ 140.0 \\ 14.0 \end{bmatrix}$$ (18)

4) Switching Controller: The switching controller determines which of the analytically redundant controllers to use for a given control cycle, based primarily on which stabilizable region the current and future states (determined by model-based state projection) of the system are within. If the state measurements show the system to be within only the safety controller’s stabilizable region, then the safety controller gains will be used. Similarly, if the state is in the experimental stabilizable region, and will remain there for the next control cycle, the switching controller will utilize the experimental gains. The specific controller to be used must also be ready. The switching controller automaton can be seen in Figure 9. After the switching controller receives the desired control value from one of the analytically redundant controllers, a corresponding ready flag is set. Next, when the deadline is reached for the controller to output the new value to the motor, at $T_s$, the choice of controller is made. While
in general there is a matrix inequality to solve here, showing that $X^T PX < 1$, it suffices to check that the control is within its constraints, as this model is linear, for an unconstrained control, it could stabilize the system from any initial condition in any amount of time. Checking the matrix inequality could also be done easily (as one just has to check the norms of each state variable summed together are less than one), but this method removes unnecessary clutter from the automaton model.

A. Lyapunov Analysis

From classical Lyapunov stability, we know that for linear time-invariant systems, if there exists some positive definite $P$ that solves the Lyapunov equation in Equation 19 for some positive definite $Q$

$$PA + A^TP + Q = 0$$

then the system is asymptotically stable and a function $V$ defined by Equation 20 is a Lyapunov function.

$$V = X^T PX$$

For our system, we have the following $P$ matrices

\[
P_{sc} = \begin{bmatrix}
1.8030 & 2.3010 & 0.8447 & 0.3839 \\
2.3010 & 10.0825 & 2.8171 & 1.4036 \\
0.8447 & 2.8171 & 1.0109 & 0.4782 \\
0.3839 & 1.4036 & 0.4782 & 0.2606
\end{bmatrix}
\]

and then the corresponding Lyapunov functions $V_{sc} = X^T P_{sc} X$, $V_{bc} = X^T P_{bc} X$, and $V_{cc} = X^T P_{cc} X$. Figures 10, 11, and 12 show the Lyapunov functions along the system trajectory from initial conditions of $X_0 = \begin{bmatrix} -0.170 & 0.130 & -0.258 & 1.170 \end{bmatrix}^T$.

B. Small-Gain Theorems

Small-gain theorems allow us to bound the error introduced by the delay to talk about a system without delay, and instead with a disturbance injection. Writing the delayed control as

$$u(t) = KX(t - r) = KX(t) + \theta(t)$$

where $\theta(t) = KX(t - r) - KX(t)$ is the error from delay.

Now writing the system model again with this delay error as a disturbance input we have

$$\dot{X}(t) = (A + BK)X(t) + B\theta(t)$$

III. Stability Analysis

The stability analysis follows from classical Lyapunov stability (see, e.g. [12] or [13]), and extends to the small-gain stability of systems with disturbances, such as in [3].
The Lyapunov function time-derivative changes in the form of
\[ \dot{V} = -X^T Q X + X^T P B \theta \] (26)
where \( P \) and \( Q \) are the same functions defined above in Equation 19.

We then apply the conservative bound
\[ \dot{V} \leq -X^T Q X + |X| \cdot |\theta| \cdot ||PB|| \] (27)
which can be computed as
\[ \dot{V} \leq -\lambda_{\min}(Q) |X|^2 + |X| \cdot |\theta| \cdot ||PB|| \] (28)
where \( \lambda_{\min}(Q) \) is the smallest eigenvalue of \( Q \).

\[ \dot{V} = -|x| (\lambda_{\min}(Q) |x| - ||PB|| \cdot |\theta|) \] (29)

\[ |x| > \frac{||PB||}{\lambda_{\min}(Q)} \cdot |\theta| \] (30)

Define \( \rho(r) = cr \), and take
\[ c = \frac{||PB||}{\lambda_{\min}(Q)} \] (31)

Writing \( \theta \) now as
\[ \theta = -\int_{t-\tau}^{t} K (AX(s) + BKX(s-\tau)) \, ds \] (32)
we can now bound \( \theta \) as
\[ |\theta| \leq \tau (||KA|| + ||KBK||) \cdot ||X||_{t-2\tau,t} \] (33)

Defining a constant \( d \) as this bound
\[ d = (||KA|| + ||KBK||) \] (34)

The small-gain theorem states then, assume there exists some \( \tau \) such that
\[ \tau cd < 1 \] (35)
then we can define the maximum tolerable delay as
\[ \tau < \frac{1}{cd} \] (36)

Following this definition for \( \tau \), we compute \( \tau_c \) for each of the controllers, yielding \( \tau_c = 2.03 \), \( \tau_{bc} = 0.995 \), and \( \tau_{ec} = 0.684 \) milliseconds of delay is tolerable for each of the respective controllers to still ensure stability. Note that all of these tolerable delays are less than one control cycle period of \( T_s = 20 \) milliseconds. This result used a rather conservative bound in Equation 28, which looking at the work of [14] could perhaps improve. This result has not included state projection of the type defined in Equation 15, which is described next.
IV. RESULTS

Our analysis of the inverted pendulum system using the small-gain theorem indicates that the model-based state projection used in the controller is necessary for stability. The maximum delay the ‘pure’ system (without state projection) can tolerate is less than the sampling period. Tolerable delay is inversely related to gain, that is, it is directly related to the size of the stabilizable region. Given that the size of the stabilizable region is directly related to magnitude of the stability margin. This makes intuitive sense, and shows that because the safety controller has the largest stabilizable region, it can thus tolerate the largest disturbances, in this case, a disturbance caused by a delay.

To remove the delay caused by filtering and digital implementation, one must employ model-based state projection. If all measurements were perfect, this projection would remove all effects of the measurement errors. Of course however they are not, especially when considering the approximations for $\dot{x}$ and $\dot{\theta}$ which could potentially have large error. There are some obvious solutions from classical control theory to solve these problems. One could easily use an observer and reform the system to remove much of this linearization error, so instead of approximating the derivative, it is in effect actually taken. Similarly, more advanced estimators could be employed, of note is the Kalman filter used to remove the effects of measurement noise. If then considering the nonlinear case, one could utilize the extended Kalman filter, as the $\sin(\theta)$ terms are differentiable. Assuming optimal filtering of this form, with state projection, the system can tolerate $nT_s + \tau_\sigma$ delay, where $n$ is the number of sampling cycle periods to project forward.

A large amount of work for this analysis was spent looking at system trajectories, so the Figures 13 and 14 show the system stabilizing from an initial condition of $X_0 = \begin{bmatrix} -0.170 & 0.130 & -0.258 & 1.170 \end{bmatrix}^T$, which lies on the bounds of the experimental controller’s stabilizable region, and utilizing switching significantly faster than what would most likely be seen in the real implementation (at every $T_s$). Finally, Figure 15 shows the Lyapunov function and its derivative along this trajectory.

V. FUTURE WORK

This work began with the desire to prove stability of the Simplex architecture switching controller in
this case study. However, we have not quite yet proved this, although progress has been made. We theorize that the tolerable delay of the entire system is the minimum tolerable delay across all controllers, so that $\tau_{\text{ADT}} = \tau_{\text{EC}}$.

We have begun looking at the small-gain result in the system with minor nonlinearities that can be linearized, such as the $\sin(\theta)$ term which for small $\theta$ can be linearized to $\theta$. Some derivation in this direction is as follows. Consider the nonlinear model,

$$X = f(X,u) \quad (37)$$

We can then describe the equations of motion for the plant as

$$(m + M) \ddot{x} + \frac{1}{2} ml \cos(\theta) \dot{\theta} - \frac{1}{2} ml \sin(\theta) \dot{\theta}^2 = F - f_c \quad (38)$$

$\frac{1}{2} ml \theta \ddot{x} + \frac{1}{3} ml^2 \dot{\theta} - \frac{1}{2} mgl \sin(\theta) = -f_p \quad (39)$$

Skimming over the details of the motor model, we can achieve the entire system model including motor dynamics

$$\ddot{x} = \frac{1}{D} \left[ \frac{1}{3} ml^2 (B_1 V_a - f_c - C_1) + \frac{1}{2} ml \cos(\theta) (f_p + C_2) \right] \quad (40)$$

$$\dot{\theta} = \frac{1}{D} \left[ -\frac{1}{2} ml \cos(\theta) (B_1 V_a - f_c - C_1) - M (f_p + C_2) \right] \quad (41)$$

where $D = \frac{1}{s^3} M ml^2 - \frac{1}{4} ml^2 \cos^2(\theta)$, $M = \frac{m + M + (K_i J_m)}{s^2}$, $C_1 = \frac{M \ddot{x}}{s} - \frac{1}{2} ml \sin(\theta) \dot{\theta}^2$, $C_2 = -\frac{1}{2} mgl \sin(\theta)$, $\ddot{B} = \frac{K_i B_p}{s} + \frac{K_p K_b}{s}$, and $B_1 = \frac{K_p K_b}{s}$. The immediate next step is to derive a Lyapunov function for this system, and when considering the earlier form of $V = X^T P X$, one could interchange the bounds on the $\theta$ states with $a \cos(\theta)$ where $a$ is some constant (since now we are considering $\sin(\theta)$). After checking that this $P$ is positive definite and satisfies $A^T P + PA = -Q$, we could then proceed with our analysis as before.

With either the nonlinear or linearized models, there seem to be several areas to investigate in terms of common Lyapunov functions, multiple Lyapunov functions, and dwell-time, all seen in [15]. So another step is an investigation of the average-dwell time (ADT) of the switching between the safety, baseline, and experimental controllers to see if ADT relates to the small-gain delay and stability regions. Given the large length of time between switches, $T_s = 20\text{ms}$, it may be possible to find a dwell-time less than this to prove overall stability.

As far as long-term future work, for the verification of the model to most closely match the real system, analyzing both the measurement and actuation errors from quantization and delay (from analog-to-digital conversion and digital-to-analog conversion, respectively) would provide a complete answer of the disturbances introduced by these non-ideal blocks. There is also another avenue potentially to follow in the area of software verification through the co-stability concept.

VI. CONCLUSION

This case study of the inverted pendulum with a controller following the Simplex architecture displays that recent results in small-gain theorems can be useful in practical systems. Since the maximum tolerable delay found for stability was less than the control period length, it was necessary to project the state forward to the next control cycle to guarantee stability. Thus, this work has shown that the system is still stable even with small delays introduced by measurement, so a stronger stability result was found for this system.
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