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Abstract—In this paper, we present two methods for
performing design verification of switching power convert-
ers. The first method can be used to compute the set of
reachable states from an initial set of states with non-
deterministic parameters. We demonstrate the method on a
buck converter in an open-loop configuration. The method
is automatic and uses the hybrid systems reachability
analysis tool SpaceEx. The second method uses model
checking to verify circuits that can naturally be modeled as
timed automata. We demonstrate the method on an open-
loop multilevel converter used to convert several DC inputs
to one AC output. The method is also automatic and uses
the timed automata model checker Uppaal. Finally, we
mention that in contrast to simulation or testing based
approaches—for instance, the standard Monte Carlo anal-
ysis used when analyzing component variation in circuit
designs—the methods presented in this paper perform the
verification for all runs of the circuits and all possible
component parameter variations.

Index Terms—hybrid systems, verification, buck-
converter, multilevel converter

I. INTRODUCTION

A traditional method used to validate that a circuit
design is behaving according to its requirements is to
first run a few simulations, then perhaps perform a Monte
Carlo analysis varying the circuit elements within their
tolerances. However, all such methods are incomplete, in
the sense that they cannot try all possible combinations
of parameter variations or all initial conditions. That is,
each iteration of such a method corresponds to a single
execution of the system, and since there are uncountably
infinitely many such executions, any method would run
forever. More recent techniques apply reachability and
verification methods from hybrid systems research to
circuits, such as [1], [2], [3], which may allow one to
check all possible parameter variations and use sets of
initial conditions.

These reachability techniques rely on computing an
overapproximation of the reach set of a system, which
is the set of all trajectories of the system from some set
of initial conditions (sometimes allowing for variation

in the parameters of the system). For many classes of
systems, computation of the reach set for unbounded
time is either undecidable or computational impractical,
so frequently a time-bounded reach set is used, which
is the reach set up to some finite time. More concretely,
the reach set from time t0 to t f is

R
t f
t0 = {x ∈ Rn : x =

∫ t

t0
f (x(τ))dτ,x(t0) ∈ x0, t ∈ [t0, t f ]},

for a system with dynamics ẋ = f (x) and an initial set
of states x0 ⊆ Rn.

Most reachability methods compute an overapprox-
imation of the set R

t f
t0 . Since these methods compute

an overapproximation of the reach set, one can then
guarantee that some bad (or unsafe) property does not
occur (in bounded time) by ensuring the intersection
of the reach set and the bad set of states is empty.
If this intersection is empty, then the system is safe,
but if the intersection is nonempty, one generally may
not conclude that the system is unsafe. This is due to
the nature of overapproximation—additional trajectories
are included in the reach set that do not actually exist
in executions of the actual system, i.e., the trajectories
intersecting the bad set of states may be spurious and
arise from the overapproximation.

Concretely, in the DC-to-DC converter investigated in
this paper for instance, the bad set of states would be
those where the output voltage strays too far from the
desired value due to voltage ripple. More concretely,
if a desired output voltage is 5V, then the bad set of
states could be those outside the interval [4.9,5.1]V, or
whatever the particular specification requires.

In this paper, we consider application of two veri-
fication methods to ensure circuit designs satisfy their
specifications. The first method is a reachability anal-
ysis method that can be used to verify switched-mode
power supplies like buck-converters, boost-converters,
Cuk converters, push-pull converters, and other topolo-
gies. We present it as a case study on verifying that



the output voltage of a buck-converter are within a
tolerance band due to voltage ripple. Specifically, we
answer two questions for the buck converter. We first
present a method to answer the question of whether a
particular converter design and an open-loop control (in
terms of a control period and duty cycle) will satisfy
a specified output voltage range. For instance, does a
given buck-converter design with a 12V input always
maintain an output voltage between 4V and 6V? We do
not report it here for space, but a similar method answers
the same question of the buck-converter with a given
closed-loop control strategy. We illustrate this method
using the hybrid systems reachability tool SpaceEx [4].

The second method relies on using model checking
for timed automata [5] to verify properties of circuits
that can be modeled as timed automata. For reference, a
timed automaton is a finite-state machine with additional
clock variables that evolve monotonically with time,
where potentially the clock rates vary in different states
of the automaton. Concretely, timed automata allow
dynamics of the form ẋ = a (upon integrating with
respect to time, one has x = at, which gives the reason
as to why they are called clocks and timed automata).
Specifically, we show that multilevel converters used to
convert multiple DC inputs to a single AC output can nat-
urally be modeled as timed automata. The contribution of
this method is primarily the realization that some analog
circuits can be naturally modeled as timed automata. We
illustrate the method by verifying several properties of a
particular multilevel converter using the timed automata
model checker Uppaal [6].

Related Work: There are a variety of computational
methods and tools for computing reach sets of different
classes of systems, several of which have been applied
to circuits [1], [2], [3], [7]. Researchers have been
developing computational tools for computing reach sets
and analyzing hybrid systems for some time [8], [9],
[10], [11], [12], [13], [14], [15], [4], [16]. Many of
these methods work by computing an overaproximation
of the reach set by computing an overapproximation of
the state transition function corresponding to the solution
of the dynamical system (recall for the case of a linear
system that the state transition function is the matrix
exponential, so x(t) = eAtx0).

For instance, several of these methods are inspired
by the following idea. A bounded subset of the state
space of the system is discretized into compact (fre-
quently convex) regions. This discretization can occur
either before computing the reach set, or on-the-fly
during the computation (which may allow methods to
discretize ”‘interesting states”’ more finely). Over each
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Fig. 1. Buck-converter circuit—a DC input Vs is decreased to a lower
DC output Vout .

of these compact regions, the dynamics of the system
are overapproximated. Since the regions are compact and
the dynamics are usually continuous, the dynamics will
take a minimum and maximum over the compact set.
The resulting system is a hybrid system with dynamics
defined in each compact region, and for this reason, the
method is known as hybridization [15]. If the original
system is hybrid, this idea can be used in each mode.

The Ellipsoidal Toolbox [14] was used in [3], and
allows for calculation of reach sets of piecewise affine
systems. One major issue in computing reach sets of
systems is that the methods may scale very poorly in
the number of dimensions (variables) of the system.
The other obstacle to a useful reachability method is
how many spurious states are reached—i.e., the over-
approximation from the actual reach set should be as
small as possible. For instance, the optimal control
inspired methods used in the Ellipsoidal Toolbox and
other methods like [17] become impractical beyond tens
of variables, at best. The tool we use, SpaceEx, is the
successor of the successor of the tool PHAVer [12]. One
reason we were interested using SpaceEx is for future
work—the support function algorithm [18] used for
reach set computation in SpaceEx scales quite efficiently
in the number of variables, and examples with tens
and hundreds of variables are feasible, and those with
thousands of variables will be feasible soon. Another
method that scales quite well in the number of variables
is a method using zonotypes [16], [7], which has also
reached hundreds to thousands of dimensions.

II. REACHABILITY ANALYSIS FOR DC-TO-DC
SWITCHMODE POWER SUPPLIES

We will briefly review a switched-system model of a
buck-converter, but the interested reader is referred to
an in-depth derivation of the model in [19]. A buck-
converter is a DC-to-DC switchmode step-down con-
verter. The converter takes an input voltage of say 5V
and ”bucks” or drops the voltage to some lower DC
voltage, say 2.5V. The circuit can be seen in Figure 1.
The basic operation is that the voltage source is con-
nected and disconnected from the load by toggling the



switch S at some switching frequency Ts and duty cycle.
We will refer to the duty cycle with switch S open as
1≥ ∆o ≥ 0 which is the percentage of time spent with S
open. Likewise, the time spent with switch S closed is
referred to as ∆c = 1−∆o. In an open-loop configuration,
each of Ts, ∆c, and ∆o are fixed, while in closed-loop,
they may vary based on different control strategies.

The position of the switch gives rise to different
modes, of which there are a finite number in some index
set M. In open-loop, this circuit can be modeled as a
switched affine (linear with fixed input) system [20] of
the following form,

ẋσ(t) = Aσ(t)x+Bσ(t),

where for each i∈M, Ai ∈Rn×n, Bi ∈Rn, and σ(t) :R→
M is a function mapping time to a mode. For the buck-
converter, the two state variables are the current through
the inductor iL and the voltage across the capacitor Vc,
so we have

x =

 iL

Vc

 .

In continuous conduction (see, e.g., [19]), there are two
modes based on whether the switch is open or closed, so
M = {o,c}, and each mode is described by the following
system matrix,

Ao = Ac =

 0 − 1
L

1
C − 1

RC

 . (1)

However, the affine input term differs based on the
mode selection. If S is closed, then the voltage source
is connected, so Bc = [ 1

L ;0]Vs, while if it is open,
Bo = [0;0]Vs. We chose not to model parasitics in favor
of modeling nondeterministic parametric uncertainty in
the components as described below in Subsection II-A,
but one can make the extension by appropriately modi-
fying Equation 1.

With such a system definition, one may analyze
stability of this system using a variety of techniques.
Aside from traditional tests like Bode analysis, there
are other now classic techniques like averaging analy-
sis [21], or one can use more recent switched-system
techniques [20]. Since the system is linear, such tech-
niques may account for small perturbations in the model,
for instance, due to component variation of the circuit
elements. However, such techniques as just described
may be unable to account for variation in the switching
time itself. For these reasons, and our interest in using
a computational approach, we chose to analyze stability
of this system using a recent hybrid systems reachability
tool called SpaceEx [4].

A. Parameter Variation

Due to manufacturing processes and environmental
factors (e.g., parameter variation due to temperature
changes), any actual circuit implementation of the buck
converter will not match the model from Equation 1.
We now describe a method to capture such behaviors
when performing a reachability computation. For our
example, suppose we are given some tolerances for each
component as shown in Table I. Due to component
variation, one can no longer specify the system as a
single matrix, but as a family of matrices. To over-
approximate the behavior of such a system, one may
use interval arithmetic and interval matrices [22], for
which there exist necessary and sufficient conditions
for stability [23], [24]. There are also more computa-
tional practical sufficient conditions [25]. There are some
computational tools using interval arithmetic to compute
reach sets [10], [16], [26]. SpaceEx does not support
such interval matrices, so we describe a simple technique
used to overapproximate the reach set.

More precisely, an n×n interval matrix is defined as
a set of real matrices:

A = {A = [ai j] : ai j ∈ [bi j,ci j], i, j = 1, . . . ,n},

that is, each entry ai j in A varies between bi j ≤ ai j ≤ ci j.
Matrices of dimension n×m for n 6= m can be defined
similarly. The interval dynamic system described by
ẋ = Aix for any Ai ∈ A was shown to be asymptotically
stable in [23] if and only if the matrices Ai created from
all possible combinations of interval endpoints bi j and ci j
are stable. Similarly, to overapproximate the reach set,
it is sufficient to consider every combination of interval
extrema in A . There may be an exponential number of
such combinations, so the methods to overapproximate
the interval matrix reach set in [26] may be better suited,
but this tool was not available to us at the time of
writing. For some systems, it is sufficient to compute a
minimal and maximal matrix A and A respectively. These
matrices satisfy the orders A ≤ A ≤ A, where ≤ means
ai j ≤ ai j ≤ ai j for i, j = 1,2, . . . ,n and ai j ∈ A, ai j ∈ A ,
and ai j ∈ A. Using this, we can overapproximate the
reach sets of A by computing reachability using A and
A. Thus, for computing the reach set, we can look only
at the ”worst behaved” matrices, where worst behaved
essentially means the matrices with the smallest stabil-
ity margins, as also used in the more computationally
efficient sufficient condition for stability from [25].

Concretely, suppose we allow the component varia-
tions for R, C, and L to take each take nondeterminis-
tically from a range like the ±5% variations indicated
in Table I. We can also model nondeterministic uncer-



Component / Parameter Name Symbol Range

Input Voltage Vs [11.95,12.05] V

Load Resistance R [0.95,1.05]Ω

Capacitor C [23.75,26.25] uF

Inductor L [47.5,52.5] uH

Control Period Ts [24.5,25.5] us

Switch-open duty cycle ∆o [9.75,10.25] us

Switch-closed duty cycle ∆c [14.75,15.25] us

TABLE I
BUCK-CONVERTER PARAMETER VALUES AND VARIATIONS.

tainties in the switching times simply by allowing a
mode switch to occur in a range of times instead of at a
the particular time designated by the control period and
mode duty-cycle. We then arrive at an interval system
matrix for each mode of the buck-converter as

Ao = Ac =

 [0,0] [−21053,−19048]

[38095,42105] [−44321,−36281]

 ,

and the input matrices as

Bo =

 [0,0]

[0,0]

 and Bc =

 [19048,21053]

[0,0]

 .

To compute these interval matrices, we relied on the
following interval extensions of multiplication and di-
vision. For two intervals [a,b] and [c,d], we have
[a,b] ∗ [c,d] = [min(ac,ad,bc,bd),max(ac,ad,bc,bd)].
Similarly, the quotient of two intervals (supposing the
divisor interval [c,d] does not contain zero) is defined as
[a,b]/[c,d] = [a,b]∗ (1/[c,d]) for 1/[c,d] = [ 1

d ,
1
c ].

1

Figure 2 displays the reachable states from a startup
condition, and proves that the system with the chosen
parameters always has an output voltage within the range
in the graph. We omit the reach set computation figure
for steady-state due to space constraints, but it also
satisfies a voltage ripple constraint. In Figure 3, we
show the current-versus-voltage output from the hybrid
systems reachability tool SpaceEx [4], which supports
systems with affine dynamics (i.e., of the form ẋ=Ax+B
where B is a constant vector or more generally, takes
values from a convex set of appropriate dimension).

1We can also symbolically define this matrix, letting R be the upper
value of this range for R, R be the lower value, so R ≤ R, and
analogously for the other components, but do not do so because writing
the entry − 1

RC is tedious with the numerous min and max operators.
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Fig. 2. Startup verification of buck-converter output voltage using
parameters from Table I. The upper red set shows the reachable states
due to A, and the lower blue set shows the reachable states due to A.
The initial set of states were iL ∈ [0,0.1]A and Vc ∈ [0,0.1]V.

7

Fig. 3. Current-versus-voltage plot of the reachable states from startup
for the buck-converter. Units are in amps and volts.

III. MODEL CHECKING FOR MULTILEVEL
CONVERTERS

In this section, we present a multilevel converter
model and model checking procedure used to verify
properties of it. A multilevel converter takes several DC
voltage sources and creates an AC output as shown
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Fig. 4. Multilevel converter topology.

in Figure 4. Such converters have been investigated
recently as they are useful in allowing grid connections
from photovoltaic cells [27]. In an actual circuit, the
switches are usually realized using H-bridges and may
suffer from some non-idealities, but in our model, we
assume the switches are ideal.

While the circuit relies on H-bridges, we can simply
abstract the circuit elements away, and arrive at a basic
timed automata model shown in Figure 5. In essence, the
multilevel converters sums different numbers of the DC
voltage sources at different points in time to generate the
time-varying output. These switching times are usually
chosen to minimize total harmonic distortion of the
desired output wave, for instance, a sinusoid if going
to the grid [28].

We implemented a simple model of this in the timed
automata model checker Uppaal [6]. Uppaal works on a
class of systems with simpler dynamics than the SpaceEx
tool used for verifying the buck-converter, and for this
class of systems, one can exactly compute the set of
reachable states, so no overapproximation is necessary.
The example multilevel converter had 5 DC voltage
sources of 2V each, when connected by an H-bridge
can easily reverse polarity to provide ±2V sources. A
single execution (simulation) of the system is shown
in Figure 6.

We also verified several properties for all possible runs
using Uppaal. We verified a simple property that the
output voltage always lies in the range −10V to 10V.

x[id] <= c_level1[id]

x[id] <= c_level4[id]

x[id] <= c_level3[id]

x[id] <= c_level5[id]

x[id] <= c_level2[id]

vout[id] == 0
x[id] = 0, vout[id] = 0

x[id] >= c_level5[id]
x[id] = 0, vout[id] = 0, sum_voltage()

x[id] >= c_level1[id]
vout[id] = vin[id], sum_voltage()

x[id] >= c_level4[id]

vout[id] = 0, sum_voltage()

x[id] >= c_level3[id]

vout[id] = -vin[id], sum_voltage()

x[id] >= c_level2[id]
vout[id] = 0, sum_voltage()

Fig. 5. Timed automata model of a multilevel converter. The model is
parameterized by the variable id, which ranges in the number of levels
of the converter, so here, id ranges from 1 to 5 for the 5 levels. The
states are circles and the initial state has a second concentric circle in it.
The states have guards in green between them on transitions (edges)
which specify the values the timer x[id] must be in. The transitions
also allow resets, which we use to model updating the output voltage
vout[id] to appropriate combinations of the input voltages vin[id].
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Fig. 6. Multilevel converter simulation from Uppaal using 5 DC
voltage sources of 2V each. The horizontal axis is in discrete time
steps and the vertical is in volts.

Additionally, we verified properties that show that the
output is always sinusoidal with a desired frequency.
Showing this essentially amounted to establishing that
the output voltage is at the desired sum of levels at
the appropriate times. Using Uppaal, we could extend
the model to allow for nondeterminism in the switching
times. However, also allowing for variation in the DC
voltage sources would be more interesting, and could be
accomplished using the hybrid systems reachability tools
described earlier.

IV. CONCLUSION

In this paper, we presented our results on using
verification techniques from the hybrid systems literature
applied to the problem of formal verification of two
types of circuits. The first class of circuits we addressed
use traditional circuit elements with parameter variation



in switched-mode power supplies. The second class of
circuits could be modeled as simple timed automata,
such as multilevel converters. For future work, we are
interested in applying these reachability methods to
larger circuit designs with more non-idealities.
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