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ABSTRACT
A hyperproperty is a property that requires two or more execution
traces to check. �is is in contrast to properties expressed using
temporal logics such as LTL, MTL and STL, which can be checked
over individual traces. Hyperproperties are important as they are
used to specify critical system performance objectives, such as
those related to security, stochastic (or average) performance, and
relationships between behaviors. We present the �rst study of hy-
perproperties of cyber-physical systems (CPSs). We introduce a new
formalism for specifying a class of hyperproperties de�ned over
real-valued signals, called HyperSTL. �e proposed logic extends
signal temporal logic (STL) by adding existential and universal trace
quanti�ers into STL’s syntax to relate multiple execution traces.
Several instances of hyperproperties of CPSs including stability,
security, and safety are studied and expressed in terms of HyperSTL
formulae. Furthermore, we propose a testing technique that allows
us to check or falsify hyperproperties of CPS models. We present a
discussion on the feasibility of falsifying or verifying various classes
of hyperproperties for CPSs. We extend the quantitative semantics
of STL to HyperSTL and show its utility in formulating algorithms
for falsi�cation of HyperSTL speci�cations. We demonstrate how
we can specify and falsify HyperSTL properties for two case studies
involving automotive control systems.
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1 INTRODUCTION
Hyperproperties were �rst proposed by Clarkson and Schneider
to characterize properties of security policies that cannot be de-
�ned over individual traces, such as service level agreements and
information-�ow properties [15]. In this work, we extend the no-
tion of hyperproperties to cover a broad range of requirements for
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cyber-physical systems (CPSs), and we present a taxonomy of hy-
perproperties used to address security and control design concerns
for CPSs. Also, we provide practical techniques for automating the
process of testing hyperproperties for CPSs.

In contrast to trace properties expressed over individual execu-
tion traces, hyperproperties are de�ned over multiple execution
traces. For example, one execution of a system cannot be checked
against a service level agreement property such as “the average
time elapsed between a user’s request and response over all executions
should be less than 1 second”; the property can only be evaluated
over all system execution traces. Moreover, we can consider an
information-�ow policy of noninterference speci�ed as “for all pairs
of traces of a system that have the same low-level security inputs,
they will also have the same low-level security output” [22, 41]. �is
noninterference property is a hyperproperty as it is expressed over
all pairs of traces of a system.

Hyperproperties generalize more traditional formal properties by
specifying relationships between disparate execution traces, instead
of behaviors of individual execution traces. Traditional logics that
consider traces individually, such as LTL, cannot be used to specify
hyperproperties, and thus, hyperproperties are more expressive.
Logics such as CTL and CTL* allow properties over multiple paths
of a computation tree, but they do not permit comparisons between
the paths themselves. Instead, to express and e�ciently check
hyperproperties, Clarkson et al., introduced notions of HyperLTL
and HyperCTL* [14]. Both logics directly extend LTL and allow us
to reason about more than one execution trace at a time. �e main
di�erence between HyperLTL and HyperCTL* is that the former
requires trace quanti�ers appearing at the beginning of a formula,
but the la�er allows us to specify them within a formula.

Although hyperproperties are well studied in the context of
security policies for so�ware systems, hyperproperties have not
been explored for CPSs. For a CPS that includes stochastic factors
such as noise, environment disturbance, or transducer inaccuracies,
it is realistic for design engineers to expect that the system has
some acceptable performance in a probabilistic sense rather than
requiring an absolute performance limit be met for all individual
behaviors. Acceptable performances de�ned over the averages of
se�ling time, overshoot, undershoot, or error bounds cannot be
speci�ed and checked using individual execution traces; they must
be quanti�ed over all execution traces.

Recently, security-aware function modeling of CPSs has emerged
as an important research topic in computer science and system
veri�cation. A CPS, which is an integration between cyber and
physical subcomponents, can be vulnerable to both cyber-based
and physical-based a�acks [5, 19, 39, 48]. For instance, consider a
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modern automobile, which is a complex CPS composed of many
computer units such as an Engine Control Unit (ECU), the Trans-
mission Control Module (TCM), and an Electronic Brake Control
Module (EBCM), all interacting with the physical world via sensors
and actuators. Cyber-based a�ackers can gain access to the com-
munication channels of a modern automobile through wireless or
in-vehicle networks. As a result, a�ackers can in�ltrate an ECU
or EBCM to stall the engine or disable the brake system [30, 45].
An alternative method of a�ack involves gaining physical access
to the system, for example by manipulating the signals processed
by the sensors (known as sensor spoo�ng), to compromise secure
information or to alter system behaviors [5, 46]. Instances of ac-
tive physical-based a�acks include vehicle braking system a�acks,
where faulty data is injected into the wheel speed sensor of a vehi-
cle to disrupt the braking function [48], and insulin delivery device
a�acks, where glucose level sensor data is corrupted to compromise
the function of the insulin delivery service [31]. A passive physical-
based a�ack, also called a side-channel a�ack, is based on physically
observing the system behavior and using leaked information to
gain insights into the system implementation [26, 28, 42]. Some
well-known side channel a�acks are power analysis a�acks [27],
timing a�acks [29], electromagnetic a�acks [43] and di�erential
fault analysis a�acks [10].

Designing a safety-critical CPS that is entirely secure from both
cyber-based and physical-based a�acks is challenging or impossi-
ble. A reasonable approach is to iteratively improve a CPS control
design using a falsi�cation technique. Falsi�cation is an automated
best-e�ort approach to identify system behaviors that violate a
given formal speci�cation [40]. �e design approach would be to
�rst formally specify safety properties of a CPS that protect the
system against possible cyber-based and physical-based a�acks
using formalisms such as temporal logic and to then iteratively
improve the design using falsi�cation, which would automatically
identify vulnerabilities in the design. Despite the a�ractiveness of
falsi�cation techniques, a�acks for CPSs o�en need to be de�ned
over multiple execution traces of the system, which is something
that cannot be expressed or falsi�ed using existing temporal log-
ics such as LTL, MTL, and STL. �us we propose an extension to
these logics that would be compatible with the appropriate spec-
i�cations. In this work, we present a study of hyperproperties
including stability, security and safety, as applied to CPSs. We
introduce several instances of hyperproperties capturing relation-
ships (e.g input-output relationships) between multiple traces of
a CPS. We extend the syntax and semantics of STL [17] to specify
hyperproperties over dense-time real-valued signals, which results
in a new logic called HyperSTL. Basically, we add quanti�ers at
the beginning of an STL formula to express relationships between
multiple traces. We also introduce a testing algorithm based on
a fragment of HyperSTL and apply it to �nd falsifying traces for
hyperproperties of industrial Simulink models. Moreover, we pro-
vide a discussion on the feasibility of falsifying or verifying various
classes of hyperproperties for CPSs.
Related work. �e study of hyperproperties for CPSs evaluated
in this paper was inspired by the previous work of Clarkson and
Schneider, who introduced hyperproperties to express security

policies such as secure information �ows and service level agree-
ments [15]. In [13], Bryans et. al. presented a general formalization
of opacity policies that prevent observers from deducing the truth
value of a predicate; those opacity policies require behaviors to
be speci�ed over multiple paths of a system. In earlier work [37],
McLean showed that some “possibilistic” security properties like
restrictiveness [35], noninterference[22] and nondeducibility [49]
are closure properties that cannot be expressed by individual exe-
cution traces. In [37], those properties are speci�ed with respect
to di�erent sets of trace contractors called selective interleaving
functions.

Following the introduction of hyperproperties [15], Clarkson
et al. introduced HyperLTL and HyperCTL*, which are exten-
sions to existing temporal logics, to express and check classes of
information-�ow hyperproperties [14]. �ese logics extended LTL
and CTL* by adding the path quanti�ers that permit speci�cations
involving multiple paths in the system. Model checking algorithms
and complexity of fragments of HyperLTL and HyperCTL* were
also given in [14], which were then further exploited and applied
to check some classes of information-�ow hyperproperties in [41].

Prototype implementations of model checkers for HyperLTL
and HyperCTL*, which assume the system is modeled as a Kripke
structure, can verify some information-�ow hyperproperties of a
discrete-time system, but extending that work to check hyperprop-
erties de�ned over continuous traces is a challenging endeavor.
For complex CPS models or for models built in frameworks with
proprietary or otherwise obfuscated semantics, such as Simulink®,
formal veri�cation of hyperproperties is e�ectively impossible, as
no corresponding Kripke structure may be obtained from those
models1. Alternatively, an easier but still di�cult task is to develop
an e�cient testing framework, which could be used to check hy-
perproperties for �nite collections of traces or could be used to
falsify hyperproperties of a CPS model; this is the contribution of
the work presented herein.

In [50], Xu et al. introduced a notion of CensusSTL that utilizes
STL by adding an outer logic to quantify the number of individual
agents of a multiagent system whose behaviors satisfy an inner STL
formula. CensusSTL is similar to the HyperSTL proposed in this
paper; however, the former is only able to specify group behaviors
from di�erent components of an individual trace while the la�er
allows us to express relationships between multiple traces.

�e remainder of the paper is organized as follows. Section 2 re-
views relevant background. Section 3 introduces several examples of
hyperproperties of CPSs including stability, security and safety. Sec-
tion 4 presents the syntax and semantics of HyperSTL. Section 5
and Section 6 describe the testing algorithm for two fragments of
HyperSTL. Section 7 applies the proposed approach to �nd falsify-
ing traces for some hyperproperties of industrial Simulink models,
and Section 8 concludes the paper.

1Some have created their own translation of Simulink models to modeling languages
with well-de�ned formal semantics (for example, see [3, 52]), but these translations
necessarily only handle a subset of the Simulink/State�ow modeling language. �is
is due to the fact that some Simulink constructs correspond to behaviors that cannot
be modeled using standard frameworks for hybrid systems. One such construct is
the Variable Transport Delay block, which, roughly speaking, corresponds to a delay
di�erential equation, a construct that is not handled by standard modeling frameworks
for hybrid systems.
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2 PRELIMINARIES
In this section, we review the concepts of signal, system, trace
property, falsi�cation, and veri�cation.
Signal. We de�ne a signal w as a function w : T → D, where
T ⊆ R≥0 is the time domain. If D = B, w is a Boolean signal whose
value is either true or false, and ifD = R, then we say that the signal
is real-valued. A trace, w : T→ D1 × . . . × Dn , is a collection of n
signals, where ∀t ∈ T,w(t) ∆

= (w1(t),w2(t), ...,wn (t)). Intuitively,
we can consider w as one execution trace of a continuous-time
system with n variables that describes an evolution of the system.
In what follows, we reserve the use of bold le�ers like w, w′ for
traces (i.e., tuples of signals), while we use lowercase italicized
le�ers such as wi to represent signals.
System. We de�ne a deterministic or nonstochastic2 cyber-physical
system Σ as a function mapping a given input trace in (T→ Dm )
to an output trace in (T→ Dn ). We denote by JΣK the set of traces
w such that the �rstm components of w correspond to them input
signals for JΣK, and the next n components correspond to the n
output signals.
Trace properties. A trace property φ is a �nite or in�nite set of
individual traces. A trace property is either satis�ed or violated by
any given set of traces [6, 41]. A set of tracesW satis�es the trace
property φ ifW ⊆ φ. As noted above, an individual trace can have
several components, for example, a trace could contain m input
signals and n output signals of a given system Σ. We say that the
trace property φ holds for a system Σ (denoted as Σ |= φ) if the set
of input-output traces compatible with the system description is
contained in the trace property, i.e., JΣK ⊆ φ.
Falsi�cation. Given a trace property φ and a CPS Σ, the falsi-
�cation problem is to �nd a non-empty set W ⊆ JΣK such that
W * φ.
Veri�cation. Given a trace property ϕ, the veri�cation problem of
a CPS Σ with respect to ϕ is to show that JΣK ⊆ ϕ.

3 HYPERPROPERTIES OF REAL-VALUED
SIGNALS

Hyperproperties generalize formal properties of a system by con-
sidering sets of sets of execution traces, instead of only sets of
execution traces.

De�nition 3.1 (Hyperproperty). Let S denote the set of all traces. Let
the power set of S be wri�en as P ∆

= P(S). A hyperproperty is any
subset of P(S).

We say a set of tracesW satis�es a hyperpropertyϕ ⊆ P ifW ∈ ϕ.
Given a hyperproperty ϕ and a system Σ, the falsi�cation task is to
�nd a non-empty setW ⊆ JΣK such thatW < ϕ. Similarly, given a
hyperproperty ϕ and a system Σ, the veri�cation task is to show
that JΣK ∈ ϕ.

2Note the contrast with stochastic systems. In stochastic systems, one or more parts
of the system have randomness associated with them; for instance, the value of a
particular system parameter may be drawn from a probability distribution. �e key
di�erence is that the stochastic system may not produce the same output for a given
input. Unless otherwise speci�ed, all the systems that we consider in this paper are
deterministic.

In this section, we introduce hyperproperties for determinis-
tic systems to characterize properties such as security, safety, and
stability. We focus on a class of hyperproperties capturing relation-
ships (e.g., the input-output relationship) between multiple traces of
a system, and we show several examples of hyperproperties related
to stability and security for CPSs. In rest of this section, we use
dsup (w,w′) to denote the sup-norm distance between traces w and
w′, where dsup (w,w′) = supt ∈R≥0 | |w(t) −w

′(t)| |.
• Robust behavior is a requirement that guarantees that small dif-

ferences in system inputs result in small di�erences in system
outputs. Consider the following property: “For all pairs of traces
of a system with an input di�erence less than ϵ1, the output di�er-
ence should be bounded by ϵ2”. Such a property is a hyperproperty
as it requires at least two execution traces to check. �is hyper-
property can be formally wri�en as:

ϕ1
∆
= {W ∈ P | ∀w,w′ ∈W : dsup (win ,w′in ) ≤ ϵ1

=⇒ dsup (wout ,w′out ) ≤ ϵ2}. (1)
�is type of property is related to certain stability notions, such as
bounded input, bounded output (BIBO) stability and the L2 gain,
as these notions also bound the variation in the output, based
on bounded variation in the input. We note, however, that the
robust behavior hyperproperty di�ers from BIBO stability and
the L2 gain, as the robust behavior hyperproperty is speci�ed
over all pairs of execution traces while the BIBO and L2 proper-
ties are de�ned based on individual traces. �e robust behavior
hyperproperty is also related to bisimulation relations [18] and
conformance-closeness [2] for a dynamical system, as all three of
these properties are based on some constraints on the distances
between multiple traces. In fact, we may specify bisimulation
or conformance-closeness functions in terms of hyperproperties.
Lastly, we note that the robust behavior hyperproperty is per-
haps most closely related to Lipschitz Robustness of systems [23],
which bounds di�erences in output behaviors based on bounded
di�erences in input behaviors, though Lipschitz Robustness was
originally developed for timed input/output systems as opposed
to general CPS models.

• Side-channel a�acks are a�acks against cryptographic devices
based on studying leaking information about the operations
they process, such as power consumption, heat generation, and
execution time. �e side channel a�ack is an instance of an
inactive physical-based a�ack that can be used against a CPS in
which some physical behaviors are observable. A�ackers can
deduce the working principle of a system without either access
to the system itself or an understanding of the internal operation
of the system. For example, a�ackers can analyze an abnormal
change in the power consumption of an integrated circuit while
an encryption process is being executed and then reconstruct
the encryption key to access secret data [27, 28]. �e following
property permits side-channel a�acks:

ϕ2
∆
= {W ∈ P | ∃w ∈W : ∀w′ ∈W : (dsup (w,w′) > 0
∧ Power(w(t)) > c1) =⇒ Power(w′(t)) < c2}, (2)

where Power(w(t)) represents the power consumption corre-
sponding to w over time, and c1, c2 are arbitrary constants such
that c1 > c2. A system that satis�es this property allows an
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a�acker to detect that a particular behavior has occurred (w in
Formula 2) by monitoring the power associated with the behav-
ior. �e property is a hyperproperty as it is expressed in terms
of multiple traces. To ensure the safety of a system from the
power-monitoring a�ack, the system should satisfy ¬ϕ2. We
note that other classes of side-channel a�acks such as timing
a�acks, electromagnetic a�acks, and di�erential fault analysis
a�acks can be speci�ed using properties similar to Formula 2.

• Robust control invariance is a property that can be used to syn-
thesize safe controllers, or more to the point, can be utilized to
determine whether a safe controller exists for systems with dis-
turbances [11]. Informally, the property states that, for a given
set of behaviors that is deemed safe, a control action exists, such
that the system remains within the safe set for any allowable
disturbance input. �is can be stated formally as follows:

ϕ3
∆
= {W ∈ P | ∃w ∈W : ∀w′ ∈W : (w,w′) |= ϕ}, (3)

where (w,w′) |= ϕ means that the pair (w,w′) satis�es some
property ϕ. In this formulation, wu (t) is the component of w
that represents the controller action,wd (t) is a disturbance input,
wy (t) is a system output, and (w,w′) |= ϕ enforces both that
wu = w ′u and w ′y (t) ∈ Ω, where Ω is the set of safe behaviors.
�e robust control invariance property is related to fault data
injection (FDI) a�acks, which are active physical-based a�acks
where a�ackers try to input faulty data into a system to corrupt
the behavior of the controller. For example, a�ackers can spoof
the sensors of DC microgrids by injecting false data such as
the past outputs of the sensors at previous time instants. �is
instance of FDI a�ack is also well known as a replay a�ack [8,
31, 48]. FDI a�acks have been studied widely for CPS, and many
techniques have been proposed to e�ciently detect those a�acks
in the early stages [8, 32, 34]. However, the optimal solution is
to design a system that can defend itself against FDI a�acks [38].
To guarantee that a system can defend against a sensor a�ack,
given a speci�cation ϕ, it must be possible to choose a controller
that ensures that the output of the system always satis�es ϕ, i.e.
ϕ3 must hold.

3.1 Beyond Hyperproperties?
A hyperproperty is more expressive than a trace property as it is
de�ned over a set of sets of traces and requires multiple traces
to check. If a system is modeled as trace sets, one interesting
question to ask is whether there are system properties inexpressible
as hyperproperties. For security policies, all properties of trace
sets can be considered as hyperproperties, so the answer may be
negative [6, 15]. For CPSs, there may exist some properties that are
challenging to classify.

Consider the following property specifying the Lyapunov stabil-
ity of a dynamical control system:

ϕLy
∆
= {∀ϵ ∈ [0,∞),∃δ ∈ [0, ϵ),∀w ∈W :
| |w(0)| | < δ =⇒ (t > 0 ∧ ||w(t)| | < ϵ)}. (4)

Intuitively, this property indicates that a system is Lyapunov stable
if for any ϵ-ball around the origin, there exists a δ -ball around the
origin (δ < ϵ) such that if the system starts within the δ -ball, then

𝜖

𝛿

Figure 1: Illustration of a Lyapunov stable system.

it will never leave the ϵ-ball [9]. �e illustration of a Lyapunov
stable system is shown in Figure 1.

Lyapunov stability is speci�ed over the space of parameters and
execution traces, and involves two alternations between universal
and existential quanti�ers. As we cannot check the Lyapunov
stability with individual traces, it is not a trace property; so is it
a hyperproperty? Consider the parameters δ and ϵ as constant
signals, and then rewrite Lyapunov stability as follows:

ϕ ′Ly
∆
= {W ∈ P | ∀w ∈W : ∃w′ ∈W : ∀w′′ ∈W :

| |w ′′out (0)| | < w ′δ (0) =⇒ (t > 0 ∧ ||w ′′out (t)| | < wϵ (t))}, (5)

where a trace w is composed of two constant input signals wδ , wϵ
and an output signal wout . By mapping parameters into constant
signals, we can express interesting properties of the system as
hyperproperties. �en Lyapunov stability is a hyperproperty that
requires multiple traces to check; and it can be formally speci�ed
using the HyperSTL introduced in the next section. As to the
original question of whether all system properties of interest can
be speci�ed as hyperproperties, we leave this open.

Remark 3.2 Although we focus on describing hyperproperties
de�ned over real-valued signals, we note that there are other hyper-
properties that can be speci�ed in the context of CPSs as well. For
instance, the nondeducibility property is an important information-
�ow security policy that prevents a low-level observer with su�-
cient knowledge of a target CPS from deducing high-level (con�-
dential) information. �e nondeducibility property is de�ned such
that for each low-level input trace, there are more than one possible
high-level input traces that produce the same output. Intuitively,
an a�acker should not be able to distinguish between permissible
high-level behaviors based on low-level behaviors [20, 36]. On
the other hand, the noninterference property is another important
information-�ow security policy that requires that high-level secu-
rity users should not interfere with low-level security users. Intu-
itively, the outputs observed by the low-level security users remain
unchanged despite the actions of the high-level security users [22].
Other variants of the noninterference property such as noninfer-
ence [37], observational determinism [51], declassi�cation [44], and
quantitative nonterinference [47] are also hyperproperties that need
to be speci�ed over multiple traces. �ough the nondeducibility
and noninterference properties are relevant for CPS, in many cases
their impact on and from real-valued signals is tenuous, and so we
do not treat them further herein.
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4 HYPERSTL
In this section, we introduce HyperSTL, a temporal logic that can
be used to specify a class of hyperproperties of real-valued signals.
�e syntax and semantics of HyperSTL are naturally extended from
those of STL by adding existential and universal trace quanti�ers
into STL’s syntax to relate multiple execution traces [17].

Syntax. Let v be a trace variable from an in�nite set of trace
variablesV . �e syntax of HyperSTL is then de�ned as follows:

ϕ := ∃v.ϕ | ∀v.ϕ | φ
φ := true | µv | ¬φ | φ ∧ φ | φUIφ

Here, we add a universal quanti�er ∀ and an existential quanti�er
∃ to the syntax to indicate whether we want to specify that a
formula holds over all traces or over at least one trace, respectively.
For instance, ∀v.∃v′.ϕ means that for any trace w assigned to
trace variable v , there exists a trace w′ that can be assigned to
trace variable v′ such that ϕ holds on these two traces. We de�ne
Π : V → S as a trace assignment (i.e., a valuation), which is a
partial function mapping trace variables to traces, and S is a set of
all in�nite traces. Letvi be the projection of a trace variable v along
its ith component, the projection of a trace assignment Π(vi ) maps
vi to the ith component of a trace w (i.e., wi ). Also, we abuse the
subscript notation of a trace’s component to write its corresponding
trace variable’s component in a HyperSTL formula, e.g., wout is
represented by vout . A trace w can be Booleanized through atomic
predicates of the form µw

∆
= f (w1(t),w2(t), ...,wn (t)) > 0, where

f is a real-valued function. �en, µv = f (Π(v)(t)) > 0 represents
a Booleanized atomic predicate µw if v is instanced by w. Also, I
is an interval over R≥0 such as [a,b), (a,b), (a,b], [a,b], (a,+∞),
or [a,+∞), where a, b are real numbers and 0 ≤ a < b. If I is
not speci�ed, we assume that I = [0,∞). We also allow Boolean
operators ∨ and =⇒ with their standard meaning. Temporal
operators used in HyperSTL formulas include always (�), eventually
(^), and until (U), respectively, where ^Iφ = trueUIφ, and �Iφ =
¬^I¬φ. Note that we use trace variables such as v, v′ to express
HyperSTL formula and the corresponding traces represented by
these trace variables like w w′ to interpret the formula. Consider
the HyperSTL formula ϕ := ∃v.∀v′.�[0,1](| |v − v′ | | < 1). �is
property says that there is always a trace w, such that for all times
in the interval [0, 1], every other trace w′ is at a bounded distance
of 1 from w.

Boolean Semantics. A HyperSTL formula satis�ed by a set of
tracesW at a time t is wri�en as Π, t |=W ϕ, �e validity judgment
of a HyperSTL formula at a given time t is speci�ed according to
the following recursive semantics:

Π, t |=W ∃v.ϕ i� exists w ∈W : w |= ϕ and Π(v) = w

Π, t |=W ∀v.ϕ i� forall w ∈W : w |= ϕ and Π(v) = w

Π, t |=W µv i� f (Π(v)(t)) > 0
Π, t |=W ¬φ i� Π, t 6 |=W φ

Π, t |=W φ1 ∧ φ2 i� Π, t |=W φ1 and Π, t |=W φ2

Π, t |=W φ1UIφ2 i� ∃t1 ∈ t + I s.t Π, t1 |=W φ2

and ∀t2 ∈ [t , t1] s.t Π, t2 |=W φ1

Using HyperSTL, we can express the hyperproperties described
in Section 3 over some time interval [t1, t2] as follows3.
• �e robust behavior in Formula 1 can be speci�ed as:

ϕ ′1
∆
= ∀v.∀v′. �[t1,t2](dsup (vin , v

′
in ) ≤ ϵ1

=⇒ dsup (vout , v′out ) ≤ ϵ2). (6)

• �e power-monitoring a�ack in Formula 2 can be wri�en as:

ϕ ′2
∆
= ∃v.∀v′. �[t1,t2]((dsup (v, v

′) > 0
∧ Power (v) > c1) =⇒ Power (v′) < c2). (7)

Furthermore, we can rewrite the Lyapunov stability speci�ed in
Formula 5 as the following HyperSTL formula

ϕ ′′Ly
∆
= ∀v.∃v′.∀v′′. (v ′′out < v ′δ =⇒ �(0,∞)v

′′
out < vϵ ). (8)

According to the possible alternation of quanti�ers in a Hyper-
STL’s syntax, we classify the above HyperSTL formulae into two
fragments:

(a) alternation-free HyperSTL formulae including one type of
quanti�er, and

(b) k-alternation HyperSTL formulae that have k number of
alternations between existential and universal quanti�ers.

�us, the robust behavior property can be expressed using alternation-
free HyperSTL while the power-monitoring a�ack property can
be speci�ed using 1-alternation HyperSTL. �e Lyapunov stabil-
ity property is more complex as it must be expressed using 2-
alternation HyperSTL.
Falsi�cation or Veri�cation of Hyperproperties? We have in-
troduced several classes of hyperproperties for CPSs and a temporal
logic approach to express them. Next, we investigate whether we
can falsify or verify those hyperproperties using existing methods.
Hyperproperties are more complex and expressive than traditional
properties, and performing falsi�cation and veri�cation for hyper-
properties is harder, in many cases. Despite this, we observe that
certain classes of hyperproperties can be falsi�ed or veri�ed. For
instance, we can falsify an alternation-free HyperSTL formula that
contains a universal quanti�er (e.g., the robust behavior hyperprop-
erty), and we can verify an alternation-free HyperSTL formula that
contains an existential quanti�er. For the class of hyperproperties
that includes alternating quanti�ers, falsi�cation or veri�cation
are o�en undecidable unless we impose some assumption about
the sets of execution traces (e.g., quanti�ed over some �nite set of
traces with bounded time).

4.1 t-HyperSTL
We introduce t-HyperSTL as a fragment of HyperSTL in which a
nesting structure of temporal logic formulas involving di�erent
traces is not allowed. For example, a formula ∀v.∃v′.�[0,2]v >
1 =⇒ ^[1,2]v′ > 2 is allowed but a formula ∀v.∃v′.�[0,2](v >
1 =⇒ ^[1,2]v′ > 2) is not allowed. Also, t-HyperSTL restricts
the until operator to be speci�ed over an individual trace, e.g., t-
HyperSTL does not allow the formula ∀v.∃v′.(v > 1)U[0,1](v′ > 2).

Inherited from the syntax of HyperSTL, t-HyperSTL formulae
are also classi�ed into alternation-free and k-alternation types.
3 For a robust control invariance hyperproperty, an instance of the corresponding
HyperSTL formula will be shown in Section 7.2.
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t-HyperSTL su�ces to express the class of hyperproperties formu-
lated in Section 3, and its corresponding semantics, which is more
restrictive than that of HyperSTL, allow us to perform falsi�cation
for these hyperproperties.

�antitative Semantics. �e quantitative semantics of t-HyperSTL
re�ects the robustness satisfaction of a t-HyperSTL formula. It is a
natural extension of those for STL [17, 33]. Given χ is a real-valued
function of a formula φ, a trace assignment Π, a trace variable v,
and a time t , the quantitative semantics of t-HyperSTL is de�ned
inductively as follows:

χ (φ,Π,∃v, t) = max
w∈W

χ (φ,Π(v) = w, t)

χ (φ,Π,∀v, t) = min
w∈W

χ (φ,Π(v) = w, t)

χ (µv > 0,Π, v, t) = µv
χ (¬φ,Π, v, t) = −χ (φ,Π, v, t)

χ (φ1 ∧ φ2,Π, v, t) = min (χ (φ1,Π, v, t), χ (φ2,Π, v, t))
χ (φ1UIφ2,Π, v, t) = sup

t1∈t+I
min (χ (φ2,Π, v, t1),

inf
t2∈[t,t1]

χ (φ1,Π, v, t2))

5 FALSIFYING ALTERNATION-FREE
T-HYPERSTL

We �rst consider the falsi�cation of alternation-free t-HyperSTL
formulae. �is fragment of HyperSTL is expressive enough to
capture a broad range of hyperproperties specifying input-output
relationships over all pairs of execution traces. We use a translation
scheme called self-composition [7], which allows us to falsify an
alternation-free t-HyperSTL formula that includes only universal
quanti�ers using a robust testing method for a normal STL formula.
�en, given an alternation-free t-HyperSTL that includes universal
quanti�ers, we a�empt to �nd a set of falsifying traces for CPSs
corresponding to this formula.
Falsi�cation algorithm. �e procedure that addresses the falsi�-
cation problem of a system Σ with respect to a given hyperproperty
φh over a time duration T is shown in Algorithm 1, and further
interpreted as follows.
� We �rst transform the alternation-free t-HyperSTL formula φh

into the equivalent STL formula φST L .
� We then call a function NewSystemGen to generate a new

model that contains copies of the original system. �e number
of copies is equal to the number of quanti�ers of the formula
φh .

� �en, we apply existing falsi�cation mechanisms for an STL for-
mula such as Breach4 [16] to compute the minimum robustness
value χmin of the system Σ′ according to φST L . Breach allows
us to parametrically generate di�erent input signals over a pa-
rameter space. For example, parameters can represent control
points, and an input signal can be created using interpolation
between these points. If χmin is negative we return the optimal
set of parameters Θf ∈ Θ that produces a falsifying behavior.

4Breach [16] is a tool that applies a best-e�ort approach to automatically check whether
a system satis�es a given STL formula.

Algorithm 1 Falsi�cation of alternation-free t-HyperSTL

1 Require: a system Σ, a parameter space Θ,

a t-HyperSTL formula φh , a time duration T ,

3 a maximum number of simulations N

begin
5 φST L ← HyperSTL2STL(φh ) / / t r a n s f o rm s p e c i f i c a t i o n

Σ′ ← NewSystemGen(Σ, φh ) / / t r a n s f o rm model
7 χmin, Θf ← FalsifySTL(Σ′, φST L, Θ, T , N )

if χmin < 0 then
9 return Θf

end
11 end

We note that, unlike formal veri�cation, performing falsi�cation
cannot ensure a system is always safe; even if falsi�cation fails to
identify a falsifying behavior, a counter-example may still exist.

Example 5.1. Consider a mechanical mass-spring damper system
whose dynamics are de�ned by the second-order ordinary di�eren-
tial equation:

Üx(t) + 2 Ûx(t) + 5x(t) = 3F (t), (9)

where x is the vertical position of the mass, and F is the random
external force. �e robust behavior hyperproperty of the system
is speci�ed as follows: for all pairs of traces of the system with
the external force di�erence less than ϵ1 , the output di�erence
should be bounded by ϵ2; here ϵ1 = 0.2 and ϵ2 = 0.3. We apply the
Algorithm 1 to falsify the robust behavior hyperproperty for the
system with a duration T = 10 seconds. Formula 6 can be reduced
to the normal STL formula as follows:

ϕM
∆
= �[0,10](ρin ≤ ϵ1 =⇒ ρout ≤ ϵ2), (10)

where a trace p ∆
= (ρin , ρout ) of the system Σ′ captures the input-

output di�erence between two traces w,w′ of the original system
Σ′, e.g., ρin (t) = | |win (t) − w ′in (t)| |. Here, the system Σ′ con-
tains two copies of the mechanical mass-spring damper system Σ.
�e falsi�cation result shown in Figure 2 illustrates the inductive
checking procedure for the satisfaction of Formula 10 using Breach,
where alw[0,10] is equivalent to �[0,10], and the le� y-axis denotes
robustness degree. Here, we observe that the violation of the robust
behavior hyperproperty of the mechanical mass-spring damper
system occurs during the overshoot period of the outputs of the
system.

Remark 5.2 �ere is a duality between addressing the falsi�ca-
tion problem of an alternation-free t-HyperSTL that only contains
universal quanti�ers and solving the veri�cation problem of an
alternation-free t-HyperSTL that only contains existential quan-
ti�ers. Given an alternation-free t-HyperSTL such as ∃v.∃v′.ϕe ,
our purpose is to extensively simulate a system and �nd a single
pair of execution traces of the system that satis�es ϕe . Here, we
do not a�empt to falsify the system, but verify the system. �us,
this process is dual to �nding the falsifying traces of the system
corresponding to the formula ∀v.∀v′.¬ϕe .
Also, we note that we can leverage Algorithm 1 such that it includes
a parameter synthesis approach to mine hyperproperties for CPSs,
as in [24, 25]. For instance, we could use a requirement mining



Hyperproperties of Real-Valued Signals MEMOCODE ’17, September 29-October 2, 2017, Vienna, Austria

0 2 4 6 8 10
-0.05

0
0.05

false

true
Quant. sat
Bool. sat

0 2 4 6 8 10
-0.15

0
0.15

false

true

0 2 4 6 8 10
-0.15

0
0.15

false

true

0 2 4 6 8 10

Time (seconds)

-0.02
0

0.02

false

true

Figure 2: Falsi�cation result of the mass-spring damper sys-
tem. �e counterexample pair of traces found by Breach for
the robust behavior hyperproperty.

approach to automatically infer appropriate values for the ϵ1 and
ϵ2 variables in Formula 10.

6 FALSIFYING K-ALTERNATION T-HYPERSTL
Falsifying k-alternation t-HyperSTL formulas is a challenging task,
as it requires us to examine all execution traces of a system. Con-
sider a 1-alternation t-HyperSTL formula such as ∃v.∀v′.ϕ; falsify-
ing a system for this property is as hard as verifying the system,
since we need to show that for all traces w ∈ S , there exists a trace
w′ that the formula ϕ is violated, where S is an in�nite set of traces.
It is even more di�cult to perform falsi�cation for CPSs whose
dynamics evolve continuously over time. Furthermore, if a hyper-
property contains more than one alternation of quanti�ers (e.g. the
Lyapunov stability property), the falsifying algorithm may su�er
an exponential growth in complexity. Despite this, if we assume
a CPS can be modeled by a �nite set of traces, we can develop a
falsifying algorithm for the system that can prove or disprove ϕ.

In general, there may not exist a unique answer to the question
of whether we can verify or falsify a system with respect to the
formula ∃v.∀v′.ϕ using �nite simulations. We can consider several
possible answers for that question as follows.
� Case 1: if both w,w′ belong to some in�nite set of traces, then

we can neither verify nor falsify ϕ.
� Case 2: if w belongs to an in�nite set of traces and w′ belongs

to a �nite set of traces, then we cannot falsify but we can verify
ϕ.

� Case 3: if w belongs to a �nite set of traces and w′ belongs
to an in�nite set of traces, then we cannot verify but we can
falsify ϕ.

� Case 4: If both w and w′ belong to a �nite set of n traces, we
are able to verify the system with n simulations as well as falsify
the system with n(n−1)

2 simulations.
We note that in all of the cases that we are able to falsify the system
corresponding to the formula ∃v.∀v′.ϕ with �nite simulations, we
can apply Algorithm 1 to transform the falsi�cation problem to
another equivalent problem that uses a traditional STL speci�cation.

Table 1: Feasibility of solving the falsi�cation and veri�ca-
tion problems for properties and hyperproperties expressed
using STL and k-alternation t-HyperSTL under two assump-
tions: A1) using �nite simulation and A2) applying a veri�-
cation oracle that can do reachability analysis with respect
to the last quanti�er.

Type
A1: Finite Simulation A2 : Veri�cation Oracle

on the Last �anti�erFalsi�cation Veri�cation

∀ Yes No -

∃ No Yes -

∀∃ No No ∀
∃∀ No No ∃
∀∃∀ No No ∀∃
∃∀∃ No No ∃∀

�e falsi�cation procedure is similar to solving the falsi�cation
problem of alternation-free t-HyperSTL.

For the case that both execution traces of a system, w and w′,
belong to some in�nite sets, and if we have a veri�cation oracle to
address the last quanti�er (e.g., by conservatively estimating the
set of possible system behaviors, under certain conditions), we can
either falsify or verify the system. Given a set of initial states, a
veri�cation oracle can be a method that mathematically overap-
proximates the reachable set of the system or a simulation-based
technique [1, 21] that may verify the system with �nite simulations.

Alternatively, for a hyperproperty that requires two or more
alternations of quanti�ers to express, even if we have a veri�cation
oracle corresponding to the last quanti�er, we can neither falsify
nor verify a system. Using a veri�cation oracle, the feasibility of
addressing the falsi�cation and veri�cation problems associated
with a k-alternation t-HyperSTL formula is equivalent to that of a
(k − 1)-alternation t-HyperSTL formula; this is shown in Table 1.
We emphasize that any hyperproperties for general CPSs that are
as complex as, or more complicated than Lyapunov stability, are
not veri�able or falsi�able without reasonable restrictions on sets
of execution traces.

7 CASE STUDY
In this section, we introduce two proof-of-concept case studies in
the domain of automotive control systems: a) an industrial-scale
Simulink model of a closed-loop airpath control (APC) system and
b) a Simulink model of a fault-tolerant fuel (FTF) control system. We
will demonstrate how to apply the testing framework of HyperSTL
built on top of Breach to falsify the robust behavior hyperproperty
of the APC system, and the robust control invariance hyperproperty
of the FTF system under FDI a�acks.

7.1 Airpath Control Model
We use a prototype APC system to evaluate the capability of our
proposed method on an industrial control system. �e APC is a key
subsystem for a hydrogen Fuel-Cell (FC) vehicle powertrain. �e
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Figure 3: Falsi�cation result of the APC system. �e coun-
terexample pair of traces found by Breach for the robust be-
havior hyperpropperty.

purpose of the APC is to regulate the air �ow rate into the FC stack
using multiple actuators. �e FC stack generates electrical power
for the vehicle using a mixture of air and hydrogen. �e FC stack
only operates under restricted conditions, such as temperature,
pressure and moisture level within the stack. An excess of moisture
in the stack will impede the performance while moisture de�ciency
could permanently damage the FC stack. �us, to achieve high
performance while still operating the system in a safe regime, the
controller is required to accurately regulate the air �ow rate.

�e closed-loop Simulink model of the APC system is complex;
it contains more than 7,000 Simulink blocks such as integrators, sat-
urations, S-Function blocks, lookup tables, and data store memory
blocks. �e model has two input signals including i) the ambient
temperature and ii) the fuel cell current request (FCI). Details of the
system, such as units and expected signal ranges, are suppressed due
to proprietary concerns. Intuitively, an FCI value is proportional
to the desired torque requested by the driver, which is ultimately
based on the accelerator pedal angle. �e output of the APC system
is an air �ow rate (AFR). �e purpose of the controller model is to
regulate the AFR to some desirable reference value. To ensure the
APC system works properly, for some small perturbations of the
ambient temperature and FCI values, the di�erences in AFR values
should be bounded within a desirable range. In other words, to
avoid unexpected changes in the air �ow rate at the inlet of an FC
stack, which may cause undesirable behavior, the system should
satisfy the robust behavior hyperproperty. �e robust behavior
hyperproperty of the APC system can be formalized as follows,

ϕAPC
∆
= {W ∈ P | ∀w,w′ ∈W :
(dsup (wtemp ,w

′
temp ) ≤ ϵ1 ∧ dsup (wFCI ,w

′
FCI ) ≤ ϵ2)

=⇒ dsup (wAFR ,w
′
AFR ) ≤ ϵ3)}, (11)

which can be translated to the following STL formula using Algo-
rithm 1 to perform the falsi�cation task,

ϕ ′APC
∆
= �[0,T ]((ρtemp ≤ ϵ1 ∧ ρFCI ≤ ϵ2) =⇒ ρAFR ≤ ϵ3),

(12)

where a trace w is composed of the temperature and FCI input
signals wtemp and wFCI respectively, and the AFR output signal
wAFR . Here, we create a new model including two copies of the
original APC system; and a trace p ∆

= (ρtemp , ρFCI , ρAFR ) of the
new model captures the input-output di�erence between two traces
w,w′ of the original model, for instance, ρtemp (t) = | |wtemp (t) −
w ′temp (t)| |.

�e result of falsi�cation of the robust behavior hyperpropety of
the APC system is shown in Figure 3, where the blue lines present
the distance signals ρtemp , ρFCI , ρAFR respectively, and the red
lines demonstrate their corresponding bounds. Here, the parameter
values selected by a design engineer are normalized to 0.5. �at
is, ϵ1 = 0.5, ϵ2 = 0.5, and ϵ3 = 0.5. �e sampling time is 0.001024
seconds and the simulation time T is 10 seconds. For proprietary
reasons, we normalize the quantities and suppress the units for
the data shown in the �gure. �e counterexample pairs of traces
reported by Breach demonstrate a behavior where the output dif-
ference exceeds its allowed bounds when the input di�erences are
still less than their given thresholds, which is a violation of For-
mula 12. Finding this counter-example is signi�cant, as it can help
automotive control engineers to improve the controller design to
eliminate such an undesirable behavior of the APC system.

7.2 Fault-tolerant Fuel Model
We consider a fault-tolerant fuel (FTF) model that includes both
Simulink blocks and State�ow charts5. �e model has two external
input signals, engine speed and thro�le command, and one output
signal, which is the e�ective air-fuel ratio inside the combustion
chamber. �e model also contains four sensors measuring thro�le
angle, engine speed, the amount of residual oxygen in the exhaust
gas (EGO), and the manifold absolute pressure (MAP). �e controller
has three di�erent control strategies: a normal operation mode,
which is used when no sensor faults are present, a fault mitigation
mode, which is used when one sensor fault has occurred, and a
mode that disables fuel control, which is used when two or more
sensor faults are detected. We only consider the normal and fault
mitigation modes for this example. �e goal of the controller is to
regulate the air-fuel ratio output, denoted as λ, so that it remains
within a desirable range, despite a failure in at most one sensor.

In this case study, we evaluate the ability of the FTF controller
to tolerate an engine speed sensor fault. In the original version of
the model, a speed sensor fault consists of the speed sensor output
being set to 0.0 rad/sec; the controller detects the fault when the
sensor reading equals 0.0. In the modi�ed version that we use, we
do not �x the controller mode based on the sensor reading, but
instead we evaluate the controller performance when either the
normal or fault mitigation modes are selected. In the modi�ed
version of the model that we use, a speed sensor fault consists of a
sensor output producing a �xed but randomly selected value in the
sensor range [0, 620] rad/sec. �is kind of sensor fault could occur
when an a�acker uses a sensor spoo�ng approach to inject incorrect
measurements into the sensor readings or when a real fault occurs
in the speed sensor. We use the robust control invariance property
to specify desired controller performance in the presence of the

5We use a modi�ed version of the FTF model available at h�ps://www.mathworks.
com/help/simulink/examples/modeling-a-fault-tolerant-fuel-control-system.html

https://www.mathworks.com/help/simulink/examples/modeling-a-fault-tolerant-fuel-control-system.html
https://www.mathworks.com/help/simulink/examples/modeling-a-fault-tolerant-fuel-control-system.html
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indicated class of sensor faults:

ϕFT F
∆
= ∃v.∀v′.�[τ ,∞](dsup (vu ,v ′u ) = 0
=⇒ 0.8λr ef ≤ v ′λ ≤ 1.2λr ef ), (13)

where λr ef is the reference value of the air-fuel ratio λ, and τ is the
se�ling time. Here, a trace variable v can be mapped to a trace w
composed of the controller input wu corresponding to a controller
mode decision, a disturbance wd representing the �xed random
sensor input injected into the speed sensor, and an output wλ .In
general, we cannot falsify Formula 13 according to the discussion
shown in Table 1; however, for systems like the FTF model that
have a �nite set of control strategies, we can e�ectively perform
falsi�cation by creating a new model that contains copies of the
original system, one copy for each control mode (two copies, in this
case). �e external input (the speed sensor reading) is connected to
each of the copies of the model. �e speci�cation ϕFT F is converted
to the following equivalent formula in standard STL:

ϕ̂FT F
∆
= ∀wd .�[τ ,∞](0.8λr ef ≤ wλ1 ≤ 1.2λr ef
∨ 0.8λr ef ≤ wλ2 ≤ 1.2λr ef ), (14)

where wλ1 and wλ2 are the air-fuel ratios of the �rst and second
copies of the model. We note that Formula 14 is arrived at by apply-
ing the quantitative semantics provided in Sec. 4; the disjunction
in Formula 14 appears due to the ∃ quanti�er in Formula 13, which
e�ectively applies a max operator over the two available control
modes. �e formula ϕ̂FT F can be tested using the falsi�cation
methods for traditional STL available in Breach.

Figure 4 illustrates the falsi�cation result of the FTF model. �e
blue lines correspond to a simulation trace representing the falsi-
fying behavior, the green line illustrates an instance of the correct
speed, and the red lines represent the error bound of λ, where
τ = 10 seconds, T = 50 seconds, and λr ef = 14.6. Based on the
results, we can conclude that there exists a trace, which includes
outputs wλ1 and wλ2 that both evolve beyond the tolerance bound
regardless of whether the controller operates in the normal mode
or the fault mitigation mode (i.e., the performance requirement
is violated despite which control mode is used). �is experiment
demonstrates the capability of using a falsi�cation approach to
automatically test hyperproperties for CPSs.

8 CONCLUSION AND FUTUREWORK
In this paper, we represented the �rst study of the hyperproperties
of CPSs. We de�ned a new temporal logic, called HyperSTL, to
express several hyperproperties including stability, security, and
safety for CPSs. HyperSTL allows us to e�ectively specify more
general requirements of CPS rather than STL as it can express the
relationships between multiple execution traces. �e testing frame-
work of t-HyperSTL, a fragment of HyperSTL, was also given and
applied to falsify the robust behavior hyperproperty of a hydrogen
fuel-cell powertrain model, and the robust control invariance hy-
perproperty of the fuel control model under a fault data injection
a�ack. We also discuss the feasibility of performing the falsi�cation
and veri�cation for various classes of hyperproperties for CPSs.
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Figure 4: Apair of falsifying traces found byBreach illustrat-
ing the FTF model cannot tolerate the fault under a speed
sensor fault.

Future Work. We �rst plan to introduce a library of HyperSTL
fomulae that encapsulates di�erent general classes of hyperprop-
erties of CPS including those presented in this paper. Second, the
falsi�cation algorithm of HyperSTL proposed in the paper is in-
complete as it relies on self-composition (i.e. making copies of a
system) and only falsi�es a restricted class of hyperproperties. �us,
extending the falsi�cation algorithm to bypass self-composition
to falsify more interesting hyperproperties is planned. Also, the
monitoring algorithms of HyperLTL recently proposed in [4, 12]
could be applied to HyperSTL.
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[16] Alexandre Donzé. 2010. Breach, a toolbox for veri�cation and parameter synthe-
sis of hybrid systems. In Computer Aided Veri�cation. Springer, 167–170.
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